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a b s t r a c t

Mathematical and computational models with correlated multivariate output are commonly used for risk
assessment and decision support in engineering. Traditional methods for sensitivity analysis of the
model with scalar output fail to provide satisfactory results for this multivariate case. In this work, we
introduce a new sensitivity index which looks at the influence of input uncertainty on the entire dis-
tribution of the multivariate output without reference to a specific moment of the output. The definition
of the new index is based on the multivariate probability integral transformation (PIT), which can take
into account both of the uncertainties and the correlations among multivariate output. The mathematical
properties of the proposed sensitivity index are discussed and its differences with the sensitivity indices
previously introduced in the literature are highlighted. Two numerical examples and a rotating shaft
model of an aircraft wing are employed to illustrate the validity and potential benefits of the new
sensitivity index.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Mathematical and computational models with correlated
multivariate output are frequently used for risk assessment and
decision support in engineering. Traditional methods for sensi-
tivity analysis of model with scalar output, such as variance-based
method and moment-independent approach, can be applied to
each output in this situation. However, as pointed out by Campbell
et al. [1], it may be insufficiently informative to perform sensitivity
analysis on each output separately or on a few context specific
scalar functions of the output. Furthermore, this will lead to a large
number of redundant sensitivity indices if the correlation in the
output is strong, situation in which it is difficult to interpret the
results of the sensitivity analysis [2]. It is recommended by Saltelli
and Tarantola [3] to simplify the original problem defining a scalar
variable of interest to apply the sensitivity analysis. Although this
approach can be applied in many cases, there are some situations
where this reduction is not possible due to the specific nature of
the problem. In this situation, it is more appropriate to apply
sensitivity analysis to the multivariate output as a whole. Conse-
quently, there is a need to define criteria and to develop methods
specifically adapted to the sensitivity analysis of multivariate
output.

Campbell et al. [1] proposed a simple and very useful approach,
called output decomposition method, for sensitivity analysis of
model with functional output, which was then applied by Lamboni
et al. [4] to mathematical models of crop growth with output
displaying temporal variations. It consists in (i) performing an
orthogonal decomposition of the multivariate output, and (ii)
applying sensitivity analysis to the most informative components
individually. The method allows restricting attention to a few
components rather than a whole dynamic. To summarize the
sensitivity over the whole dynamic, Lamboni et al. [5] further
proposed a new set of synthetic sensitivity indices for multivariate
output which can be applied in the method defined by Campbell
et al. [1]. Gamboa et al. [6] defined a new set of sensitivity mea-
sures based on decomposition of the covariance of the model
output that are equivalent to the Sobol indices in the scalar case.
This approach does not require the spectral decomposition of the
covariance matrix as in the output decomposition, and thus is
considered to be more efficient in computational terms [2].
Detailed comparison and equivalence between the output and
covariance decomposition approaches with their efficient poly-
nomial chaos expansion estimates can be found in [2].

All these sensitivity analysis methods for multivariate output
are based on the variance of the multivariate output, which
implicitly assumes that the variance is sufficient to describe output
variability. However, variance only provides a summary of the
whole distribution of the output with the inevitable loss of
information that occurs when the information contained in the
whole distribution is mapped into a single quantity [7]. Therefore,
a sensitivity index which refers to the entire distribution of the
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multivariate output should be used if one wants to assess which
input influences the decision-maker state of knowledge. Cui et al.
[8] extended the moment-independent sensitivity analysis
method for scalar output [9] to the multivariate case, and defined a
sensitivity index based on the joint probability density function
(PDF) of the multivariate output. This method, although, can take
into account both the entire uncertainty and correlation of the
multivariate output. It suffers severely from the “curse of dimen-
sionality” for computing the high dimensional integration in the
sensitivity index, let alone the difficulty in estimating the joint PDF
of the high dimensional variables. The advantages of using the
distance between cumulative distribution functions (CDFs) as a
measure of the input importance in case of scalar output have
been manifested in many literatures [10–12], yet it has not been
extended to the case of multivariate output. As pointed output in
Ref. [13], the CDF-based method is easier to implement than the
PDF-based method, and the computational efficiency of the CDF-
based method can be improved as compared with the PDF-based
method.

In this work, we introduce a new sensitivity index which looks
at the influence of input uncertainty on the entire distribution of
the multivariate output without reference to any of its specific
moment. The entire uncertainty of the multivariate output is
described by its joint CDF in the new method instead of joint PDF,
which can be easily approximated with the random samples of the
outputs. The definition of the new sensitivity index is then based
on the multivariate probability integral transformation (PIT) dis-
tribution of the multivariate output, which has been recognized
containing valuable information about the correlation structure of
the joint CDF of the outputs. With our proposed method, the
challenges of considering both uncertainty and correlations of the
multivariate output are addressed. Besides, due to the univariate
nature of the multivariate PIT, the proposed sensitivity index is
evaluated through univariate integration regardless of the
dimensionality of the outputs, which significantly cuts down the
computational cost compared to the method based on the
joint PDF.

This paper is organized as follows: Section 2 reviews existing
sensitivity analysis methods for model with multivariate output. A
brief introduction of the probability integral transformation the-
orem is provided at the beginning of Section 3, followed by the
definition of the new sensitivity index. The mathematical prop-
erties of the new index are also discussed and proved in this
section. The differences of the proposed sensitivity index with
those previously introduced in the literature are highlighted in
Section 4. Two numerical examples and a rotating shaft model of
an aircraft wing are employed in Section 5 to illustrate the validity
and potential benefits of the new sensitivity index. Conclusions
come at the end of the paper.

2. Sensitivity analysis methods for multivariate output

Let Xi; i¼ 1; :::;n be a set of independent input variables char-
acterized by the PDFs f Xi

xið Þ; i¼ 1; :::;n, and Y ¼ Y1; :::;Ymð Þ be the
output vector of the model of interest defined as Yr ¼ g X1; :::;Xn; rð Þ
; r¼ 1; :::;m where g X1; :::;Xn; rð Þ is a deterministic model function,
and with a positive semidefinite covariance matrix C Y1; :::;Ymð Þ.
Three different methods have been proposed for sensitivity ana-
lysis in the case of multivariate output, which are called output
decomposition method [1], covariance decomposition approach
[6] and PDF based method [8]. The main concepts of these
methods are briefly reviewed in this section.

2.1. Output decomposition method

Campbell et al. [1] proposed a method for sensitivity analysis of
functional output that is based on two steps:

(1) Performing an orthogonal decomposition as shown in Eq. (1)
of the multivariate output

Yr�Yr ¼
XK
k ¼ 1

hr;kφk; r¼ 1; :::;m ð1Þ

where Yr is the mean of Yr , φk are the orthonormal bases, and
hr;k are the corresponding coefficients, with K the number of
basis used.

(2) Applying sensitivity analysis on the coefficients hr;k to identify
and rank the input variables associated with each orthonormal
basis in the previous expansion and the presence of interac-
tions between these input variables in each basis.

As indicated in [1], there is a large collection of available
methods for the first step: it can be based either on a data driven
method such as principal component analysis (PCA), or on the
projections of output on a polynomial, spline, or Fourier basis
defined by the user. The second step can also be performed by
many sensitivity analysis methods, such as factorial design, Fourier
amplitude sensitivity test (FAST), or Sobol' analysis of variance
(ANOVA) decomposition and its most recent versions developed
by Saltelli et al. [14].

By combining the PCA and ANOVA decompositions, Lamboni
et al. [5] defined a set of generalized sensitivity indices for mul-
tivariate case as shown in Eqs. (2)–(5), where the orthogonal bases
φk are the eigenvectors of the covariance matrix C Y1; :::; Ymð Þ.

The first order sensitivity index of the input variable Xi for the
coefficient hr;k of the kth eigenvector, i.e. the kth principal com-
ponent of the multivariate output, is defined by [5]

SIi;k ¼
Vi;k

Vk
ð2Þ

where Vi;k is the variance of the kth eigenvector due to changes in
input variable Xi and Vk ¼ λk is the variance of the kth eigenvector
that is equal to the kth eigenvalue of the spectral decomposition of
the covariance matrix. Similarly, the total sensitivity index of the
input variable Xi, including all the interaction of Xi with the other
inputs, for the kth principal component hr;k is defined by Eq. (3)
[5],

TSIi;k ¼
P

ωi
Vωi

Vk
ð3Þ

where ωi includes all terms in the ANOVA decomposition that
include the input variable Xi.

To further quantify the contribution of each input variables Xi;

i¼ 1; :::;n to the total variance of the multivariate output
Yr ; r¼ 1; :::;m, two generalized sensitivity indices are defined in
[5], and they are generalized first order sensitivity index

GSIi ¼
XK
k ¼ 1

λk
V Y½ �SIi;k ð4Þ

and generalized total sensitivity index

GTSIi ¼
X
ωi

GSIωi ð5Þ

where λk is the eigenvalue (variance) of the kth eigenvector.
While the generalized first order sensitivity index GSIi mea-

sures the contribution of the input variable Xi on the total variance
of the output , the generalized total sensitivity index GTSIi quan-
tifies the overall contribution of Xi on V Y½ �, including the unique
contribution of Xi as well as the contributions by all the interaction
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