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a b s t r a c t

In modern applications of probabilistic safety assessment (PSA), maintenance planning and changes to
technical specifications play an important role, not least due to regulatory requirements. In particular,
standby safety systems under periodic surveillance testing are at the center of this issue. Since
traditional PSA techniques impose limitations when complex maintenance and repair strategies are to
be taken explicitly into account, we introduce continuous time Markov models to discuss various
strategies for organizing repair and testing of two-train standby safety systems, which have the potential
to replace traditional system models based on fault tree techniques in PSA. Besides a conventional steady
state analysis of these Markov models, we provide a general numerical method which allows the
calculation of the probability of exceeding allowed outage times of equipment in Markov models of
safety systems, and we apply it to the models introduced in the present paper.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Probabilistic safety assessment (PSA) is an important tool to
assess various safety attributes of nuclear power plants and other
high risk undertakings, especially in process engineering. Besides
the calculation of integral risk measures for the plant operation,
like the core damage frequency or large early release frequency in
the case of nuclear power plants, the scope of PSA applications has
continuously widened in the recent past. Today, qualitative PSA
aspects like the assessment of the balancedness of safety concepts
or the detection of weaknesses become increasingly important [4].
Moreover, in connection with risk informed decision making, the
impact of maintenance planning and changes of technical speci-
fications are now essential fields of PSA application [15].

In this context the question of surveillance testing of standby
safety systems, together with the specification of allowed outage
times of components or subsystems, has been discussed repeat-
edly in the literature. The traditional techniques used in PSA, like
fault tree analysis, impose constraints when test or repair opera-
tions are to be included. Therefore, it is current industry practice to
use simple approaches without employing an explicit time-
dependent model of the testing and repair operation, like taking
the probability for a failure on demand of components under
surveillance testing equal to 1

2 λT , where λ is the failure rate and T

the test interval. To overcome these limitations, various modeling
approaches have been used which go beyond the traditional ones.

In the present paper it is our goal to study periodically tested
standby safety systems by using continuous time Markov models
that are manageable and incorporate all relevant features. We choose
this modeling technique since it is standard, and appropriate soft-
ware tools are readily available to compute the probability of failure
on demand of standby systems. Besides the probability of failure on
demand, another less frequently studied reliability index is important
for such systems: in the nuclear sector, often regulations require that
the plant must be shut down, or other compensatory measures must
be implemented when the repair of a failed safety system cannot be
finished during the allowed outage time interval of a component. Not
only for reasons of plant availability but also from a risk perspective a
shutdown needs to be taken into account due its potential to cause
transients, which may lead to a non-negligible risk contribution.
Therefore, for standby safety systems the probability of exceeding
allowed outage times becomes relevant. To address this need we
propose a new dedicated numerical method to calculate this
reliability index in Markov models.

As a test case we consider a two-train standby safety system in
which the two trains can fail with a given constant failure rate during
standby, both independently and due to a common cause. To ensure
the availability of the system, both trains are subjected to periodic
surveillance tests during which potential failures are revealed. In this
context we analyze three policies to organize the repair and a
possible additional test on the other train once a failure has been
detected: in policy 1 no additional test on the other train is
performed once a failure is detected and repair is initiated, and the
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normal testing schedule is resumed after the repair is finished. In
policy 2, after the repair of a train which was found to be failed is
finished, the other train is subjected to an additional test with a
possible repair if a failure is found. In policy 3, an additional test in
the other train is carried out immediately once a failure is found, and
if the other train is found to be failed as well it is repaired in parallel
with the first. We concentrate on the system level; risk considera-
tions at the plant level may be carried out by integrating the results
obtained at the system level in an existing PSA.

We develop continuous time Markov models which describe
the three test and repair policies. The availability of the safety
system and the probability of exceeding allowed outage times are
calculated for all three policies at steady state. There are two
reasons to consider the models at steady state: first, the steady
state unavailability (or more precisely, the availability of two, one,
or no train) of a standby safety system, i.e., the probability of
failure on demand, is of direct relevance in a PSA. Here the Markov
models may be used as a substitute for conventional modeling
techniques like fault trees. Second, since sojourn time distributions
are always exponential for continuous time Markov processes and
the models involve periodic calendar based testing operations, the
Markov model in the transient situation is likely to be only a
coarse approximation. However, at steady state results only
depend on the first moments of the corresponding distributions,
thus the approximation is very accurate here.

Even though our models and methods are more general, the
present study is motivated by a concrete application: the emer-
gency power supply system of a nuclear power plant. In many
nuclear power plants in the world it consists of two independent
diesel generators, each with its own ancillary equipment such as
starters, cooling systems, switchgear, instrumentation and control
equipment. The emergency power supply system has a 1-out-of-2
character, i.e., it is considered to be available if there is at least one
operable redundancy. For the quantification of the Markov models
we use reliability data corresponding to this case. We remark that
in some nuclear power plants the emergency diesel generator
system is not a two train system, but is more complex (e.g., newer
German pressurized water reactor plants employ two independent
2-out-of-4 systems, with altogether eight diesels, where the
second system plays a special role in dealing with external events).
The Markov models can be readily generalized to the 2-out-of-4
case with staggered surveillance testing, but at the expense of a
much larger state space. In order to keep the models transparent
for the purpose of this study, we have chosen a 1-out-of-2 layout
here. Nevertheless, the larger models in the 2-out-of-4 case would
not challenge modern computing equipment as far as steady state
availability and allowed outage times are concerned.

The literature on applications of Markov models to reliability
and safety engineering, and in particular to maintenance pro-
blems, is abundant. Markov and semi-Markov models for systems
with various types of periodic surveillance testing are introduced
and discussed from a general point of view in [6,28,33,32,21], and
in [1,9,10] with an emphasis on applications to nuclear engineer-
ing. Hybrid approaches which combine Markov modeling with
other techniques are discussed in [31,34]. Beyond the nuclear
sector, the interest in periodic testing recently revived consider-
ably due to the IEC 61508 international standard on functional
safety [11,16,17]. As already remarked, the problem of assessing
standby safety systems under periodic surveillance testing has
been considered using various techniques: in [23,7,8,27,24] the
problem is addressed mainly by exploiting existing PSAs and with
the objective of test optimization or allowed outage time and
surveillance test interval extensions. The three test and repair
policies introduced above have been discussed in [22] from a
qualitative point of view. In [20] they are analyzed in detail
by employing a state space model with a Markov type time

evolution together with redistribution of occupation probabilities
to account for periodic testing. The time evolution equation is
solved numerically, and both system level and plant level results
are obtained by incorporating outcomes from existing plant PSAs.
The redistribution technique of [6] has also been used in [34],
together with reliability block diagrams. Even though it can more
accurately describe the transient behavior of the system, that
approach assumes negligible test durations, whereas our approach
addresses the possibility of a failure during a test.

The present paper is organized as follows. In Section 2 we start
by recalling some basic facts concerning continuous time Markov
processes, present methods to obtain an upper bound for the
necessary time for the approach to the steady state up to some
specified error, and provide a result which allows, in conjunction
with a numerical procedure described in Appendix A, the calcula-
tion of the probability of exceeding allowed outage times. In
Section 3 we introduce and discuss the three surveillance test
and repair policies together with the corresponding Markov
models, and Section 4 presents the numerical results. Besides
upper bounds for the time to approach the steady state we
calculate the system unavailability and the probability for exceed-
ing allowed outage times, and investigate the dependence of these
quantities on the most important model parameters, such as the
surveillance test interval. The paper closes with some concluding
remarks in Section 5.

2. Mathematical preliminaries

2.1. Markov jump processes

To fix notation we recall the definition of a continuous time
discrete state space Markov process (or Markov jump process) and
record some results for later use. Refer to [26,29] for the general
theory of Markov jump processes, and to [30] for some founda-
tions concerning the applications to reliability modeling.

Let E¼ f1;…; dg be the set of states which are incorporated in
the mathematical model of the system under consideration. We
assume that the system's time evolution is represented by a
continuous time homogeneous Markov process Z ¼ fZðtÞgtZ0 with
values in E. Thus the memoryless property

PfZðtnþ1Þ ¼ inþ1jZðtnÞ ¼ in;…; Zðt1Þ ¼ i1g
¼PfZðtnþ1Þ ¼ inþ1jZðtnÞ ¼ ing
¼ pin ;inþ 1

ðtnþ1�tnÞ; ð1Þ

is satisfied for all nAN, all 0rt1r⋯rtnþ1 and all i1;…; inþ1AE.
The d� d-matrix function PðtÞ ¼ ½pijðtÞ� is called the transition
probability matrix of Z. From (1) the semigroup property
PðsþtÞ ¼ PðsÞPðtÞ for s; tZ0, and Pð0Þ ¼ 1, can be established. For
any such semigroup there exists a matrix Q ¼ ½qij�, called its
generator, such that PðtÞ ¼ expðtQ Þ. It follows that the Kolmogorov
forward and backward equations

d
dt
PðtÞ ¼ PðtÞQ ¼QPðtÞ for any tZ0; ð2Þ

hold, which govern the time evolution of P(t). It can be shown that

qij ¼ lim
t↓0

1
t
pijðtÞ if ia j; qi : ¼ �qii ¼ lim

t↓0

1
t
ð1�piiðtÞÞ:

Thus qij, ia j, is the transition rate of Z from state i to j, and qi is the
rate for leaving state i. Moreover, the sojourn time in state i is
exponentially distributed with parameter qi, and the mean sojourn
time is 1=qi.

Let ν¼ ðν1;…;νdÞ be a probability distribution on E (i.e., νiZ0
for all i¼1,…,n and ν1þ⋯þνd ¼ 1). Given that the distribution of Z
at time s is equal to ν then, using matrix notation, νPðtÞ ¼ ν expðQtÞ
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