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 12 

Abstract 13 

This paper develops a reliable and efficient data-integration method, based on artificial neural 14 

networks (ANN) incorporated with a stacked autoencoder (SAE) in a deep neural network’s 15 

framework. To handle scale-different static and dynamic data of heterogeneous channel reservoirs, 16 

the workflow suggests an unsupervised pre-training process coupled with ANN-based inverse 17 

modeling. The performances of the proposed neural network, i.e. the training efficiency, the 18 

predictability of future production rates and the computing time, are compared to those with an 19 

optimal ANN and the impact of hidden neurons are discussed. The pre-trained neural network 20 

demonstrates a reliable estimation of reservoir properties with the spatial characteristics of a true 21 

channel reservoir while the ANN fails with respect to the spatial heterogeneity. The pre-trained 22 

neural network decreases the mean absolute error of future oil production rates up to 9.1% which is 23 

less than 25% of the comparison case’s level, i.e. the optimal ANN model. Its efficiency is validated 24 

by a computing time 14 times faster than that of the optimal ANN workflow. The pre-trained neural 25 

network evaluates the spatial characteristics of reservoir properties and facies models in a reasonable 26 

manner and is thus able to predict the water production rates and also the breakthrough time 27 

accurately. This pre-trained neural network manifests its applicability with robustness as an efficient 28 

method to integrate static and dynamic data. 29 
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