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A B S T R A C T

Fusion of infrared and visible images is an effective way for image analysis. The crucial factor of the fusion is
extracting and combing the image features of original images. In this paper, an effective algorithm for infrared
and visible image fusion utilizing a center operator is proposed. The center operator constructed from opening
and closing based toggle operator is used to extract the multi-scale features of original images. After that, the
final fusion features are calculated from these extracted multi-scale features through a weight strategy. The
weight strategy is based on the entropy and gradient information of the extracted features, which is an effective
way for integrating the information of the original images. Finally, the fusion image is produced by adding the
final fusion features with the average image of original images. Experimental results of different types of infrared
and visible images indicate that, the proposed algorithm performs effectively for infrared and visible image
fusion.

1. Introduction

Infrared and visible image fusion has been an important technique
for different applications [1–3], such as target identification, recogni-
tion and so on. Infrared image could be used to identify the target in-
formation. Visible image provides clear details for understanding the
scene. The task of infrared and visible image fusion is combining the
information of these images to generate one image, which facilitates the
analysis of the scene [1–3].

To fuse the infrared and visible images, different types of algorithms
utilizing various mathematical tools have been proposed [4–9]. The
independent component analysis or principle component analysis has
been tried for extracting the important information of the original
images for fusion [4,5]. However, some useful information of the ori-
ginal infrared and visible images may be discarded, which would pro-
duce some unclear fusion results. Pyramid decomposition based algo-
rithm [6] could extract the useful information of the original images for
the effective fusion. However, some information may be lost in the
procedure of decomposition, which causes the loss of details in the
fusion result. In addition, the wavelet and curvelet transform based
algorithms are proposed to extract the features of the original images
[7–9], which have been used well for infrared and visible image fusion.
However, some information may be still smoothed and the fusion re-
sults are not very clear. Sparse representation based algorithms for

infrared and visible image fusion have been tried [29]. These kind of
algorithms generally represent infrared and visible images with sparse
coefficients, and combine information of original images according to
these coefficients. Since the sparse coefficients have no concrete rela-
tion with image structure information, the fusion results of these al-
gorithms may lose details of original images.

Based on the theory of mathematical morphology [10–16], the
morphological operators have been used for the infrared and visible
image fusion. Some basic morphological operators are used for infrared
and visible image fusion [11]. As the algorithm may smooth the image
details, the fusion result may be not clear. Some improved morpholo-
gical operators [3,17–19], including the modified top-hat transforms,
sequential toggle operator and so on, have been tried for infrared and
visible image fusion. However, the details of the original infrared and
visible images may not be combined effectively. In order to improve the
fusion result, the improved sequential toggle operator is proposed for
infrared and visible image fusion [30]. This method uses sequential
toggle operator to extract multi-scale features of original images. At
each scale, the extracted features of visible and infrared images are
fused using the maximum strategy. The generated multi-scale features
are aggregated using the maximum strategy and linear addition
strategy, separately. These two generated features are added with the
average image of the original images. This method has a good fusion
result. However, the extracted multi-scale features are not precise
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enough, which may cause the loss of details in the fusion result. Fur-
ther, in the multi-scale features aggregation, the linear addition is
weighted by the average intensities of features. Since the average in-
tensity may not well reflect feature information, the fusion result could
not effectively combine useful information of infrared and visible
images.

In this paper, we propose an effective fusion method for infrared
and visible images. We first use a center operator from opening and
closing based toggle operator (MCTO) to extract multi-scale features of
infrared and visible images. At each scale, the extracted features of
infrared and visible images are fused according to their entropy in-
formation. The generated multi-scale fusion features are aggregated
according to their gradient information. Finally, the aggregated fea-
tures are added with the average image of infrared and visible images.
The center operator (MCTO) is constructed in [20]. It could precisely
extract multi-scale image features, which help decrease the coupling
among the extracted features at adjacent scales. The multi-scale fea-
tures of low coupling will help preserve more details in the fused image.
The entropy of an image could reflect the amount of information it
contains. The entropy based feature fusion strategy could preserve more
information of infrared and visible images. Gradient information based
aggregation strategy, could effectively preserve salient scale features.
Hence, the proposed algorithm could effectively combine the useful
information of original infrared and visible images. Experiment results
show that the proposed algorithm provides a good fusion result, both in
human visual perception and objective assessment metrics.

2. Related works

2.1. Fundamental operators

After being proposed by Matheron and Serra [21], the mathematical
morphology has been an important theory for infrared image analysis
[3,10,12,13,17–20]. One of the crucial concepts of mathematical
morphology is the structuring element, which is used to process an
image based on the set theory [10,21]. The basic morphological op-
erators using a structuring element B u v( , ) to process the image f x y( , )
are as follows.

⊕ = − − +f B f x u y v B u vmax( ( , ) ( , )),
u v, (1)

= + + −f B f x u y v B u vΘ min( ( , ) ( , )),
u v, (2)

∘ = ⊕f B f B B( Θ ) , (3)

∙ = ⊕f B f B B( )Θ , (4)

where u v( , ) and x y( , ) represent the pixel coordinates of B and f , re-
spectively. ⊕, Θ, ∘ and ∙ represent the basic morphological operators of
dilation, erosion, opening and closing, respectively.

Based on the morphological opening and closing operators, the
classical morphological center operator is defined as follows [10,22].

=MC f f AF f AF f AF f AF f( ) min{max{ , min{ ( ), ( )}}, max{ ( ), ( )}},1 2 1 2

(5)

where AF f( )1 and AF f( )2 are defined as follows,

= ∘ ∙AF f f B B( ) ( ) ,1 (6)

= ∙ ∘AF f f B B( ) ( ) .2 (7)

The classical anti-center operator MC f( ) of MC f( ) is defined as the
complementary of MC f( ), where f is the complementary of f .

2.2. The morphological center operator from opening and closing based
toggle operator (MCTO)

The opening and closing operators based toggle operator TOB is

defined as follows [18,19,23],

=
⎧

⎨
⎩

∘ ∙ − < − ∘
∙ ∙ − > − ∘TO f x y

f B x y if f B x y f x y f x y f B x y
f B x y if f B x y f x y f x y f B x y

f x y else
( )( , )

( , ), ( , ) ( , ) ( , ) ( , )
( , ), ( , ) ( , ) ( , ) ( , )

( , ),
.B

(8)

By utilizing this toggle operator, the center operator MCTO con-
structed in paper [20] is defined as follows,

=MCTO f f AO f AO f AO f AO f( ) min{max{ , min{ ( ), ( )}}, max{ ( ), ( )}},1 2 1 2

(9)

where

=AO x y IFO IFC x y( , ) ( ( , )),B B
1 (10)

=AO x y IFC IFO x y( , ) ( ( , )),B B
2 (11)

= − −IFO f x y f x y f x y TO f x y( )( , ) ( , ) max{ ( , ) ( )( , ), 0},B B (12)

= + −IFC f x y f x y TO f x y f x y( )( , ) ( , ) max{ ( )( , ) ( , ), 0}.B B (13)

Similarly, the anti-center operator MCTO of MCTO is defined in a
way similarly with MC .

Operators MCTO and MCTO could be effectively used for feature
extraction [20]. As one key factor of infrared and visible image fusion is
effectively extracting the features of the original images, these opera-
tors could be used for the fusion of the infrared and visible images.

3. Infrared and visible image fusion

3.1. Fusion feature extraction using entropy based weight strategy

3.1.1. Feature extraction
Both the center operator MCTO and anti-center operator MCTO

could smooth images. The pixel values of image bright features would
be decreased, while that of dark features increased. Hence, the image
bright and dark features could be extracted as follows [20],

= −BFCO f f x y MCTO f x y( ) max{ ( , ) ( )( , ), 0}, (14)

= −BFACO f f x y MCTO f x y( ) max{ ( , ) ( )( , ), 0}, (15)

= −DFCO f MCTO f x y f x y( ) max{ ( )( , ) ( , ), 0}, (16)

= −DFACO f MCTO f x y f x y( ) max{ ( )( , ) ( , ), 0}, (17)

where BFCO f( ) and BFACO f( ) represent the extracted bright features
by the center operator MCTO and anti-center operator MCTO, respec-
tively. DFCO f( ) and DFACO f( ) represent the extracted dark features by
the center operator MCTO and anti-center operator MCTO, respec-
tively.

Let fI and fV represent the infrared and visible images, respectively.
Then, the extracted bright features of the infrared image fI by operators
MCTO and MCTO could be expressed as follows,

= −BFCO f f x y MCTO f x y( ) max{ ( , ) ( )( , ), 0},I I I (18)

= −BFACO f f x y MCTO f x y( ) max{ ( , ) ( )( , ), 0}.I I I (19)

The extracted dark features of the infrared image fI by operators
MCTO and MCTO could be expressed as follows,

= −DFCO f MCTO f x y f x y( ) max{ ( )( , ) ( , ), 0},I I I (20)

= −DFACO f MCTO f x y f x y( ) max{ ( )( , ) ( , ), 0}.I I I (21)

Similarly, the extracted bright and dark features of the visible image
fV by operators MCTO and MCTO could be expressed as follows,

= −BFCO f f x y MCTO f x y( ) max{ ( , ) ( )( , ), 0},V V V (22)

= −BFACO f f x y MCTO f x y( ) max{ ( , ) ( )( , ), 0},V V V (23)
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