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Abstract 

As a secondary analysis method, Near Infrared Spectroscopy (NIRS) needs an effective 

feature extraction method to improve the model performance. Deep auto-encoder 

(DAE) can build up an adaptive multilayer encoder network to transform the 

high-dimensional data in to a low-dimensional code with both linear and nonlinear 

feature combinations. To evaluate its capability, we experimented on the spectra data 

obtained from different categories of cigarette with the method of DAE, and compared 

with the principal component analysis (PCA). The results showed that the DAE can 

extract more nonlinear features to characterize cigarette quality. In addition, the DAE 

also got the linear distribution of cigarette quality by its nonlinear transformation of 

features. Finally, we employed k-Nearest Neighbor (kNN) to classify different 

categories of cigarette with the features extracted by the linear transformation methods 

as PCA and wavelet transform-principal component analysis (WT-PCA), and the 

nonlinear transformation methods as DAE and isometric mapping (ISOMAP). The 

results showed that the pattern recognition mode built on features extracted by DAE 

was provided with more validity. 
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1 Introduction 

Due to advantages of near-infrared spectroscopy(NIRS), it has become a widely 

used technique in many industries. However, as a secondary analytical method, NIRS 

needs to build a mathematical model to interpret the relation between spectra data and 

reference value by conventional analytical method. Multivariate regression methods 

are needed to make the model from sample data spectra & reference data
[1]

. With regard 

to the sampling cost in industry applications, the number of samples(n) is much smaller 

than the number of features(d) in most situations. The modeling methods cannot get 

good prediction results without well conditioned sample matrices like n >> d
[2]

. In other 

words, an effective method for the dimension reduction is necessary to NIRS 

applications. Meanwhile, the extraction of spectrum features is conductive to remove 

noise and redundant feature in the spectra. Principal component analysis (PCA)
 [3-5]

 is a 

simple and widely used method, which converts a great number of relevant variables 
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