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Abstract In this paper, we have presented a computational method for solving singularly per-

turbed delay differential equations with twin layers or oscillatory behaviour. In this method, the

original second order singularly perturbed delay differential equation is replaced by an asymptoti-

cally equivalent first order neutral type delay differential equation. Then, we have employed numer-

ical integration and linear interpolation to get tridiagonal system. This tridiagonal system is solved

efficiently by using discrete invariant imbedding algorithm. Several model examples are solved, and

computational results are presented by taking various values of the delay parameter and perturba-

tion parameter. We have also discussed the convergence of the method.
� 2014 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

A singularly perturbed delay differential equation is an ordin-
ary differential equation in which the highest derivative is mul-
tiplied by a small parameter and containing delay term. In

these problems, typically there are thin transition layers where
the solution varies rapidly or jumps abruptly, while away from

the layers the solution behaves regularly and varies slowly. In

the recent years, there has been a growing interest in the
numerical treatment of such differential equations. This is
due to the versatility of such type of differential equations in

the mathematical modelling of processes in various application
fields, for e.g., the first exit time problem in the modelling of
the activation of neuronal variability [1], in the study of bista-

ble devices [2], and variational problems in control theory [3]
where they provide the best and in many cases the only realistic
simulation of the observed.

In [4], the authors Amiraliyev and Cimen presented an expo-

nentially fitted difference scheme on a uniform mesh for singu-
larly perturbed boundary value problem for a linear second
order delay differential equation with a large delay in the reac-

tion term. File and Reddy [5] presented a numerical integration
of a class of singularly perturbed delay differential equations
with small shift, where delay is in differentiated term. In [6],
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the authors Mohapatra and Natesan constructed a numerical
method for a class of singularly perturbed differential-differ-
ence equations with small delay. The numerical method com-

prises of upwind finite difference operator on an adaptive
grid, which is formed by equidistributing the arc-length moni-
tor function. Kadalbajoo and Sharma [7] presented a numerical

approach to solve singularly perturbed differential-difference
equation, which contains negative shift in the function but
not in the derivative term. Lange and Miura [8,9] gave an

asymptotic approach for a class of boundary-value problems
for linear second-order singularly perturbed differential-differ-
ence equations.

In this paper, we have presented a computational technique

for solving singularly perturbed delay differential equations
with twin layer or oscillatory behaviour. Here, the delay term
is not present in the differentiated term. In this method, we

have replaced the original second order singularly perturbed
delay differential equation to first order neutral type delay dif-
ferential equation and employed the Trapezoidal rule. Then,

linear interpolation is used to get three term recurrence rela-
tion which is solved easily by discrete invariant imbedding
algorithm. Several model examples for various values of the

delay parameter and perturbation parameter are solved, and
computational results are presented. We have also discussed
the convergence of the method.

2. Description of the method

We consider singularly perturbed delay differential equation of
the standard form

ey00ðxÞ þ aðxÞyðx� dÞ þ bðxÞyðxÞ ¼ fðxÞ; 0 < x < 1; ð1Þ

with boundary conditions

yðxÞ ¼ /ðxÞ;�d 6 x 6 0 ð2aÞ

and

yð1Þ ¼ b ð2bÞ

where e is small parameter, 0 < e 1 and d is also small delay
parameter, 0 < d < 1; a(x), b(x), f(x) and /(x) are bounded
continuous functions in (0, 1) and b is a given constant. For

d = 0, the solution of the boundary value problem (1) and
(2) exhibits layer or oscillatory behaviour depending on the
sign of (a(x) + b(x)). If (a(x) + b(x)) < 0, the solution of

the problem (1) and (2) exhibits layer behaviour, and if
(a(x) + b(x)) > 0, it exhibits oscillatory behaviour. The
boundary value problem considered here is of the reaction–dif-

fusion type, therefore, if the solution exhibits layer behaviour,
there will be two boundary layers which will be at both the end
points i.e., at x = 0 and x = 1. In this paper, we present both

the cases, i.e., when the solution of the problem exhibits layer
as well as oscillatory behaviour and shows the effect of the
delay on the layer and oscillatory behaviour. In particular,
as delay increases then the layer behaviour of the solution is

destroyed and the solution begins to exhibit oscillatory behav-
iour across the interval.

We divide the interval [0, 1] into an even number of sub-

intervals N with constant mesh size h. Let 0 = x0, x1, -
. . . , xN = 1 be the mesh points. Then we have xi = ih for
i= 0,1, . . . , N. We choose n such that xn ¼ 1

2
. In the interval

0; 1
2

� �
, the boundary layer will be in the left hand side i.e., at

x= 0, and in the interval 1
2
; 1

� �
, the boundary layer will be

in the right hand side i.e., x = 1. Hence, we derive the
numerical method by approximating ey00 using Taylor series

expansion of retarded terms y0(x + e) and y0(x � e), then we
get

ey00 � y0ðxþ eÞ � y0ðx� eÞ
2

Using the above approximation in Eq. (1), it is replaced by
an asymptotically equivalent first order differential equation as
follows:

y0ðxþ eÞ � y0ðx� eÞ � �2aðxÞyðx� dÞ � 2bðxÞyðxÞ þ 2fðxÞ
ð3Þ

This replacement is significant from the computational point

of view El’sgol’ts and Norkin [10]. The above equation can
be written as

y0ðxþ eÞ � y0ðx� eÞ � pðxÞyðx� dÞ þ qðxÞyðxÞ þ rðxÞ ð4Þ

where p(x) = � 2a(x), q(x) = � 2b(x), r(x) = 2f(x).
Integrating Eq. (4) in 0; 1

2

� �
with respect to x from xi to xi+1,

we getZ xiþ1

xi

y0ðxþ eÞ � y0ðx� eÞ½ �dx �
Z xiþ1

xi

½pðxÞyðx� dÞ þ qðxÞyðxÞ

þ rðxÞ�dx

yðxiþ1 þ eÞ � yðxi þ eÞ � yðxiþ1 � eÞ þ yðxi � eÞ

�
Z xiþ1

xi

½pðxÞyðx� dÞ þ qðxÞyðxÞ þ rðxÞ�dx ð5Þ

By using Taylor series, we have

yðxi þ eÞ � yðxiÞ þ ey0ðxiÞ � yi þ ey0i
yðxi � eÞ � yðxiÞ � ey0ðxiÞ � yi � ey0i
yðxiþ1 � eÞ � yðxiþ1Þ � ey0ðxiþ1Þ � yiþ1 � ey0iþ1
yðxiþ1 þ eÞ � yðxiþ1Þ þ ey0ðxiþ1Þ � yiþ1 þ ey0iþ1

Here, we denote y(xi) = yi.
Substituting the above approximations in Eq. (5), we get

2ey0iþ1 � 2ey0i �
Z xiþ1

xi

½pðxÞyðx� dÞ þ qðxÞyðxÞ þ rðxÞ�dx

By using the Trapezoidal rule to evaluate the integral on the
right of the above equation, we get

2ey0iþ1 � 2ey0i �
h

2
ðpiþ1yðxiþ1 � dÞ þ piyðxi � dÞÞ þ h

2

�ðqiþ1yiþ1 þ qiyiÞ þ
h

2
ðriþ1 þ riÞ ð6Þ

By means of Taylor series expansion and then approximating
y0(x) by linear interpolation, we get

yðxiþ1 � dÞ � yðxiþ1Þ � dy0ðxiþ1Þ � yiþ1 � d
yiþ1 � yi

h

� �

� 1� d
h

� �
yiþ1 þ

d
h
yi

yðxi � dÞ � yðxiÞ � dy0ðxiÞ � yi � d
yi � yi�1

h

� �

� 1� d
h

� �
yi þ

d
h
yi�1
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