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Abstract Perturbation–iteration method is generalized for systems of first order differential

equations. Approximate solutions of Lotka–Volterra systems are obtained using the method.

Comparisons of our results with each other and with numerical solutions are given. The

method is implemented in Mathematica, a major computer algebra system. The package

PerturbationIteration.m automatically carries out the tedious calculations of the method.
� 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The study of methods for approximate solutions of nonlinear

models in real life has always been a growing branch of applied
mathematical sciences. Many methods with different capabili-
ties and limitations have been developed. The well-known

approximate analytical method, the perturbation technique
[1] can deal with weakly nonlinear systems due to the small
parameter assumption. To overcome this limitation, methods

such as the linearized perturbation method [2], the Lindst-
edt–Poincaré method with modified frequency expansion [3],
the multiple-scale Lindstedt–Poincaré method [4] and the
parameter expanding method [5] were developed. Also meth-

ods such as the Adomian decomposition method [6], the vari-
ational iteration method [7], and the homotopy analysis
method [8] were among the non-perturbative methods that

were applied to many interesting mathematical problems.

Other attempts to treat both weakly and strongly nonlinear
problems were through iteration procedures which used pre-

formed alternative equations to obtain approximate solutions.
Just to list a few, He [9] linearized the nonlinear terms by sub-
stitution of iterative solution functions from previous iteration
results, Mickens’ iteration procedure [10] was for specific prob-

lems, and variational iteration method [11] was used to solve
boundary value problems.

Recently, the perturbation–iteration method, which gives

valuable solutions for strongly nonlinear problems [12,13]
has been developed. In [14], approximate solutions of some
nonlinear heat transfer problems were obtained, and the com-

parison of the results showed that perturbation–iteration
method fits better than the variational iteration method as
the parameter measuring the nonlinearity takes larger values.

The aim of this study was to develop perturbation–iteration
algorithms for systems of first order differential equations and
to obtain accurate solutions of Lotka–Volterra differential
equations. Many analytical methods such as Adomian

decomposition [15], variational iteration method [16], homo-
topy analysis method [17], and optimal parametric iteration
method [18] were successfully applied to this type of problems.
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The paper is organized as follows. In Section 2, the pertur-
bation–iteration algorithm for systems is explained. The
method is applied to Lotka–Volterra equations in Section 3.

In Section 4, comparisons of our results with other methods
are given. The package PerturbationIteration.m is described
in Section 5. Concluding remarks are given in Section 6.

2. Perturbation–iteration method for systems of first order

differential equations

In this section, the perturbation–iteration method, described in
[12,13], is generalized toward systems of first order differential
equations. The generalization is developed by taking arbitrary

number of terms in Taylor series expansion and one correction
term in perturbation expansion PIA(1,M) i.e. the first number
expresses the correction terms in the perturbation expansion

and the second number expresses the derivative orders in the
Taylor expansion. Consider the following system of first order
differential equations:

Fkð _uk; uj; e; tÞ ¼ 0; j ¼ 1; 2; . . . ;K; k ¼ 1; 2; . . . ;K; ð1Þ
where uj are the dependent variables, t is the independent vari-
able, K is the number of dependent variables, e is the artificially
introduced small parameter and the dot stands for the deriva-
tive. Reconsider Eq. (1) in the following iterative form:

Fkð _uk;nþ1; uj;nþ1; e; tÞ ¼ 0; ð2Þ
where the subscript n expresses the number of iterations com-
pleted in the procedure. More clearly, the system of equations
is given below

F1 ¼ F1ð _u1; u1; u2; . . . ; uK; e; tÞ
F2 ¼ F2ð _u2; u1; u2; . . . ; uK; e; tÞ
..
.

FK ¼ FKð _uK; u1; u2; . . . ; uK; e; tÞ:

ð3Þ

Next, define the following iterative perturbation series:

uj;nþ1 ¼ uj;n þ eucj;n; ð4Þ
Taylor series expansion of equation (1) is given as follows:

Fk ¼
XM
m¼0

1

m!

d

de

� �m

Fk

� �
e¼0

em; k ¼ 1; 2 . . . . . . :K ð5Þ

with the derivative operator defined as follows:

d
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Calculating derivatives at e = 0 and substituting Eq. (6) into
Eq. (5) yields

Fk ¼
XM
m¼0

1

m!
_uck;n

@

@ _uk;nþ1

þ
XK
j¼1

ucj;n
@

@uj;nþ1

þ @

@e

 !m

Fk

( )
e¼0

em ¼ 0;

k¼ 1;2 . . . . . . :K ð7Þ

Note that, by taking larger values of M, i.e., increasing the
number of terms in the Taylor series expansion, one can
develop different algorithms for the specific problem with the

help of Eq. (7). Since one correction term in the perturbation
expansion and m’th order derivatives in the Taylor expansion

are taken, the algorithm is PIA(1,m). A more general algo-
rithm with PIA(n,m) can be constructed but would cause too
much complexity in the applications.

3. Application to Lotka–Volterra problems

The Lotka–Volterra equations, also known as the predator–

prey equations, are frequently used by mathematicians to
describe the time evolution of the species in the dynamics of
biological systems [15–17]. In the more general framework

one can study the following multidimensional Lotka–Volterra
system:

duk
dt

¼ uk bk þ
XK
j¼1

akjuj

 !
; ukð0Þ ¼ ck; k ¼ 1; 2; . . . ;K; ð8Þ

where ck represent the populations of the species at the begin-
ning of the evolution. In the following subsections, solutions of
one dimensional and multidimensional systems such as K = 1,
2, 3,. . . are investigated by the perturbation–iteration method.

3.1. One dimensional system (K = 1)

One dimensional Lotka–Volterra equation, known as the Ver-

hulst equation [19], describes the behavior of population in
time of one species competing for a given finite source of food:

du

dt
¼ uðbþ auÞ; b > 0; a < 0; uð0Þ > 0: ð9Þ

The exact solution of (9) is

uðtÞ ¼
bebt

bþauð0Þ
uð0Þ �aebt

; b – 0

uð0Þ
1�auð0Þt ; b ¼ 0:

8<
: ð10Þ

Approximate solutions of Eq. (9) will be obtained using two
different perturbation–iteration algorithms by taking M = 1

and M = 2.

3.1.1. Perturbation iteration method with first order derivatives
in the Taylor series expansion PIA(1,1)

First rewrite Eqs. (9) and (3) in the following form:

F1 ¼ _u1;nþ1 � bu1;nþ1 � eau21;nþ1 ¼ 0; ð11Þ
u1;nþ1 ¼ u1;n þ euc1;n; ð12Þ
where e is artificially introduced as a small parameter. Reorga-
nizing Eq. (7) for Eq. (9) yields

duc1;n
dt

þ @F1=@unþ1

@F1=@ _unþ1

uc1;n ¼ � eF1

@F1=@ _unþ1

� @F1=@e
@F1=@ _unþ1

; ð13Þ

where the derivatives are

F1je¼0 ¼ _un � bun;
@F1

@unþ1

����
e¼0

¼ �b;
@F1

@ _unþ1

����
e¼0

¼ 1;

@F1

@e

����
e¼0

¼ �au2n: ð14Þ

Finally, the iteration equation is obtained by substituting
(14) into (13) and setting e= 1:

duc1;n
dt

� buc1;n ¼ � _u1;n þ bu1;n þ au21;n: ð15Þ
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