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Abstract In dynamic information environments such as the web, the amount of information is

rapidly increasing. Thus, the need to organize such information in an efficient manner is more

important than ever. With such dynamic nature, incremental clustering algorithms are always pre-

ferred compared to traditional static algorithms. In this paper, an enhanced version of the incre-

mental DBSCAN algorithm is introduced for incrementally building and updating arbitrary

shaped clusters in large datasets. The proposed algorithm enhances the incremental clustering pro-

cess by limiting the search space to partitions rather than the whole dataset which results in signif-

icant improvements in the performance compared to relevant incremental clustering algorithms.

Experimental results with datasets of different sizes and dimensions show that the proposed algo-

rithm speeds up the incremental clustering process by factor up to 3.2 compared to existing incre-

mental algorithms.
� 2015 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Data clustering [1] is a discovery process that groups set of
objects in disjoint clusters such that the intra-cluster similarity
is maximized and inter-cluster similarity is minimized. The

resulted clusters can explain characteristics of the underlying
data distribution which can be used as a foundation for other
data mining and analysis techniques. Data clustering is used in

a wide range of applications. For example, in marketing,
clustering is used to find group of customers with similar

behaviors [2]. In biology, it is used to find similar plants or ani-

mals given their features [3]. In search engines, clustering is
used to group similar documents to facilitate user search and
topics discovery [4], while in networks, clustering is used in

analyzing and classifications of network traffic [5]. Given the
number of clustering applications, there are challenges associ-
ated with the clustering process. Such challenges include the
choice of a suitable clustering algorithm, the choice of best rep-

resentative features of objects and the choice of appropriate
distance/similarity measure [6]. Other challenges include deal-
ing with outliers [7], ability to interpret clustering results (selec-

tion of cluster’s representative and cluster summarization) [8]
and dealing with huge number of dimensions and distributed
data [9].

Due to data overwhelming, new challenges have appeared
for traditional algorithms that were implemented before. One
challenge is the ability to perform incremental update of the
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clusters upon any change in the dataset. Traditional algo-
rithms require existence of the whole dataset before running
the algorithm. However, in many online applications where

the time factor is essential, traditional algorithms are not fea-
sible. As a result, algorithms that can perform incremental
updates to the clusters are always preferred in dynamic envi-

ronments. In such algorithms, objects are processed one at a
time and incrementally assigned to their prospective clusters
while they progress with minimized overload. Along with

incremental process, incremental clustering algorithms face
other challenges such as finding the best way to determine
the most suitable cluster that next object will be assigned,
and also once an object is assigned to a cluster, this assignment

may change in the future as new objects are added or removed
from the dataset (which is also known as The Insertion Order
Problem [10]).

In this paper, an incremental density-based clustering algo-
rithm is introduced for incrementally building and updating
clusters in the dataset. The proposed algorithm enhances the

clustering process by incrementally partitioning the dataset to
reduce the search space of the neighborhood to one partition
rather than the whole dataset. For each partition, the proposed

algorithm maintains an incremental DBSCAN algorithm to
detect and update dense regions at the partition with new
objects. Finally, to identify the final natural number of final
clusters, the algorithm employs a merging step to merge dense

regions in different partitions. Experimental results show that
the proposed algorithm speeds up the incremental clustering
process with a factor up to 3.2 compared to relevant existing

incremental clustering algorithms. The main contribution of
this work can be summarized in enhancing the incremental
DBSCAN algorithm by limiting the search space to partitions

instead of the whole dataset which speeds up the clustering pro-
cess. The proposed algorithm is proved to perform better than
the existing incremental DBSCAN especially in large datasets

with higher number of dimensions.
The rest of the paper is organized as follow: Section 2 dis-

cusses related work; Section 3 presents the proposed algorithm
in detail; Section 4 presents the experimental results with other

algorithms as well as the evaluation metrics and the datasets;
finally Section 5 concludes a summary of the proposed work
with potential future work.

2. Related work

Clustering is unsupervised classification of data into groups or

clusters. Existing clustering algorithms can be classified into
different classes. Centroid-based algorithms such as K-means
[11], PAM [12], BIRCH [13], and CLARANS [14] are simple

and fast to converge to local optimum; however they have lim-
itations of predefining the number of clusters and dealing with
clusters of different sizes and shapes. Hierarchical-based algo-
rithms include single linkage, CURE [15] and Chameleon [16]

can deal with different shapes and sizes of clusters and less sus-
ceptible to initialization and outliers; however they suffer from
two main limitations: firstly they can never undo what were

done (e.g. whenever two clusters are merged, they will always
be merged) and secondly their high complexity which makes
them slow to converge. Density-based algorithms such as

DBSCAN [17], SSN [18] and OPTICS [19] overcome the diffi-
culty of detecting arbitrary shaped clusters by extracting high

dense regions (clusters) separated by low dense regions.
Density-based algorithms can detect noise objects as they are
not reachable from any of the generated clusters and hence

noise has less effect of density based algorithms.
In dynamic environments where data are changing fre-

quently overtime, clustering algorithms are required to perform

the necessary updates incrementally in an efficient manner.
Many incremental clustering algorithms were developed to cope
with the dynamic nature of the data. Tzortzis and Likas [20]

proposed a kernel K-means as an extension of the standard
K-means that incrementally identifies nonlinearly separable
clusters based on kernel based clustering. Widyantoro and
Ioerger [21] proposed an incremental hierarchical clustering

algorithm that works in a bottom-up fashion such that a new
instance is placed in the hierarchy and a sequence of hierarchy
restructuring is performed only in regions that have been

affected by the presence of the new instance. Mary and Kumar
[22] proposed an incremental density-based algorithm that can
detect clusters with arbitrary shapes and handle updates in an

incremental manner. Hammouda and Kamel [23] proposed an
incremental similarity-histogram based algorithm where the
similarity histogram is a concise statistical representation of

the set of pair-wise document similarities distribution in the clus-
ter and objects are added to a cluster only if they enhance its sim-
ilarity histogram (keeping the distribution of similarities skewed
to the right of the histogram). As the incremental DBSCAN

algorithm [24] is used at one of the stages of the proposed algo-
rithm, more details are introduced in the next subsection.

2.1. Incremental DBSCAN algorithm

Incremental DBSCAN algorithm is density-based clustering
algorithm that can detect arbitrary shaped clusters. While sta-

tic DBSCAN [17] is applied to static datasets in which the exis-
tence of all objects is required before running the algorithm,
incremental DBSCAN [24] works by processing objects as they

come and update/create clusters as needed. Given two param-
eters Eps and Minpts:

Definition 1. The Eps neighborhood of an object p is donated
by NEps(p), is defined by NEps(p) = {q|dis(p,q) 6 Eps}.

Definition 2. An object p is directly density-reachable from
object q if p 2 NEps(q) and |NEps(q)| P Minpts (i.e. q is a core
object).

Definition 3. An object p is density-reachable from an object q

if there is a chain of objects p1,p2, . . .,pn such that pi+1 is
directly density reachable from pi and p1 = p and pn = q.

Due to the density-based nature of the incremental
DBSCAN algorithm, the insertion or deletion of an object
affects only the objects within a certain neighborhood

(Fig. 1). Affected objects are potentially the objects that may
change their cluster membership after insertion/deletion of
an object p and they are defined as the objects in the NEps(p)
plus all other objects that are density reachable from objects

in NEps(p). The cluster memberships of all other objects are
not affected.

Assuming that D is the objects space, following the inser-

tion of an object p, defines:
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