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a b s t r a c t 

This paper investigates, by means of recurrence quantification analysis, the characteristics of trade cy- 

cles and economic development. Trade cycles are complex phenomena oscillating because of economic 

downturns and expansions. In this paper the features of the underlying dynamics are studied over an 

extensive dataset e.g. Levy and Chen, OECD, BEA, etc. It is shown that recurrence quantification analysis 

can be suitably applied to economics and, therefore, may help in anticipating transitions from laminar 

(i.e. regular) to turbulent (i.e. chaotic) phases such as USA GDP in 1949, 1953, etc. Moreover, recurrence 

quantification analysis detects differences between macroeconomic variables, and highlights hidden fea- 

tures of economic dynamics. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Burns and Mitchell [12] define business cycles as a type of fluc- 

tuation which “consists of expansions occurring at about the same 

time in many economic activities, followed by similarly general re- 

cessions, contractions, and revivals which merge into the expan- 

sion phase of the next cycle”. Imperfections may be intended as 

those perturbations of the equilibrium that can lead to recessions 

or to expansions. 

Recurrence is defined as the ability of a dynamical system to 

return to the proximity of the initial point in phase space, and re- 

currence quantification analysis (RQA) was developed in order to 

understand the behaviour of the phase space trajectory of dynam- 

ical systems. 
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There is a debate in the literature whether economy is chaotic 

or stochastic and whether shocks are endogenous or exogenous. 

Most studies concentrated on financial time series (e.g. stock in- 

dices) because of accessibility of data, frequency and length. The 

current work, with an extensive analysis on macroeconomic data 

(i.e. consumption, investment, capital and income), aims to inves- 

tigate: i. The applications of recurrence plots (RPs), and their quan- 

titative description provided by RQA, to dynamical regimes of busi- 

ness time series, ii. Whether RQA can give some indications on the 

nature of trade cycles as well as on the nature of macroeconomic 

variables and the economy. 

The rest of the paper is organized as follows. The first Section is 

a brief review of the literature on business cycles, recurrence quan- 

tification analysis and its applications to economics and finance. 

The second Section features material and methods and includes 

the description of both the dataset and the RQA methodology. The 

third Section shows the analysis performed and the results ob- 

tained. The final section draws some conclusions and makes sug- 

gestions for future research. 
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2. Literature review 

RQA applications to economics and finance are not widespread 

and started later than in other fields [14,18,32,44,66] . The inter- 

est in RQA by economists stemmed from the world financial cri- 

sis of 2007–2010 which was not anticipated by a large part of 

economic literature [34] . In fact, the majority of economists, bas- 

ing their models on standard equilibrium, implicitly assumed that 

“economies are inherently stable and that they only temporarily 

get off track” Colander et al. [16] . Moreover, the paradigm of the 

rational representative agent, “largely ignored” [16] the risk of new 

financial products and of the interconnections of markets. There- 

fore RQA applied to economics was seen as a potential “tool for 

the revealing, monitoring, analysing and precursoring of financial 

bubbles, crises and crashes” Piskun and Piskun [53] . Fabretti and 

Ausloos [23] found examples of financial markets in which RQA 

could detect a difference in state and recognize the critical regime 

such that a warning before a crash (in their case 3 months in 

advance) can be given. Along these line Addo et al. [2] , looking 

for signals anticipating financial crisis, claim “the usefulness of re- 

currence plots in identifying, dating and explaining financial bub- 

bles and crisis”; the findings from the data analysis with recur- 

rence plots show "that these plots are robust to extreme values, 

non stationarity and to the sample; are replicable and transparent; 

are adaptive to different time series and finally, can provide better 

chronology of financial cycles since it avoids revision of crisis dates 

through time”. Strozzi et al. [59] , studying the Nordic Spot Elec- 

tricity Market Data, confirm that determinism and laminarity de- 

tect “changes more clearly than standard deviation and then they 

provide an alternative measure of volatility”. Moloney et al. [44] , 

whilst investigating arbitrage-free parity theory for the Credit De- 

fault Swaps (CDS) and bond markets, questioned the assumption 

of a stable equilibrium “which is central to the arbitrage-free par- 

ity theory”. In addition they found evidence of deterministic struc- 

tures in the data and that “market is being trapped at certain lev- 

els” where “equivalence being trapped for a period of time is a 

characteristic of a nonlinear system (not a periodic or a random 

system)”. 

However, from a purely theoretical point of view, it is worth 

noting that the ability of RQA to predict catastrophic changes is in 

line with the fact that RQA is based upon the change in correlation 

structure of the observed phenomenon that is known to precede 

the actual event in many different systems ranging from physiol- 

ogy and genetics to economics. Gorban et al. [27] studied the be- 

haviour of systems approaching a critical transition by many exper- 

iments and observations of groups of humans, mice, trees, grassy 

plants, and financial time series. They observed that even before 

obvious symptoms of crisis appear, correlation increases, and, at 

the same time, variance (and volatility) increases too. More specif- 

ically, with regard to finance, their case study of the thirty largest 

companies from the UK stock market within the period 20 06–20 08 

supports the hypothesis of increasing correlations during a crisis 

and, therefore, that correlation (or equivalently determinism) in- 

creases when the market goes down (or correspondingly decreases 

when it recovers). Along this line Orlando and Zimatore [50] de- 

fined the so called RQE correlation index and they have shown, on 

a test signal, that it is able to detect regimes’ changes. Moreover, by 

computing the RQE correlation index on USA GDP data [47] , they 

have found that it may help in anticipating recessions. 

3. Material and methods 

The variables under investigation are Capital (K), Consump- 

tion (C), Investment (I) and Income (Y) (see Appendix A ). Cyclical 

swings of an economy, Fig. 1 , are typically analysed in terms of 

the duration or the amplitude between a peak and the succeed- 

ing trough [11] . The Peak-Trough-Peak (PTP) cycle can be caused 

by various factors such as negative shocks in demand, in supply, 

in price and in credit (i.e. when “financial distress produces sharp 

discontinuities in flows of funds and spending and when the fi- 

nancial strains include tight monetary policy, much lessened avail- 

ability of money and credit, sharp rises of interest rates, and de- 

teriorating balance sheets for households, businesses, and financial 

institutions”) [21] . A prolonged and deep recession is called a de- 

pression. 

In order to study business cycles and recessions, Fig. 2 , from 

the point of view of a phase transition of non-linear phenomena, 

we applied RQA to time series extracted from different sources be- 

cause we wanted to have an extensive set of data, with the high- 

est number of points possible, covering the following dimensions: 

countries with different development paths (OECD A.3 , BEA A.1 ), 

differences in methods for computing capital (M1, M2 A.2 ), gross 

versus net (Levy and Chen A.2 ), etc. A further requirement was 

that, whenever possible, the number of time series should be bal- 

anced across variable or dimension. 

3.1. Business cycle, imperfections and controls 

The identification of the root cause of economic fluctuations 

varies between different schools of thought. The Keynesian/post- 

Keynesian view is that, due to aggregate demand, the economy is 

inherently unstable (an endogenous imperfect system) therefore it 

can reach levels below or above full employment unless appropri- 

ately governed. This interpretation created a lively debate among 

econometricians such as Timbergen [61,62] and Frisch [26] , who 

maintained that the economy is intrinsically stable and cycles are 

the effect of exogenous shocks. In particular Timbergen, following 

[69,57] , described the “economy as a system of stochastically dis- 

turbed difference equations, the parameters of which could be es- 

timated from actual time series” [39] . Similarly, according to Frisch, 

cycles are the effect of delays in new capital spurred by increased 

consumer demand. This causes recurrent but temporary oscilla- 

tions in output absorbed in two or three cycles. Schumpeter identi- 

fied in innovation and creative destruction those factors that cause 

the economy to deviate from Walrasian equilibrium: “capitalism 

is by nature a form or method of economic change and not only 

never is but never can be stationary” [56] . In this context “imper- 

fections” must be intended as those perturbations of the equilib- 

rium that lead to booms because of high profits made by fron- 

trunners. This ends when more and more entrepreneurs copy the 

strategy of the pioneer firms and, therefore, the greater competi- 

tion depresses margins up to the point of forcing foreclosures. At 

this point a depression starts and the market is cleaned of un- 

profitable firms. This equilibrium is maintained until the point at 

which technological or other innovations lay down the basis for 

another expansion. Phelps [52] and Lucas [38] explain business 

cycles on the grounds of incomplete information given that “key 

economic decisions on pricing, investment or production are often 

made on the basis of incomplete knowledge of constantly chang- 

ing aggregate economic conditions. As a result, decisions tend to 

respond slowly to changes in economic fundamentals, and small 

or temporary economic shocks may have large and long-lasting 

effects on macroeconomic aggregates” [30] . The Austrian school 

[63,22] claims that a sustained period of low interest rates leads 

to excessive credit creation and then to an unstable imbalance be- 

tween saving and investment. The recession (or “credit crunch”) 

is caused by the need to re-establish the said equilibrium. In other 

terms, monetary shocks influence “relative prices, such as the term 

structure of interest rates, systematically altering profit rates across 

economic sectors. Resource use responds to those changes, gener- 

ating a cyclical pattern of real income. The divergence of the inter- 

est rate structure, from the previous and unchanged time prefer- 
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