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h i g h l i g h t s

• We give a hypothesis test of Markov order from time series data.
• A novel and efficient algorithm for generating surrogate data is introduced.
• Surrogate data enables exact computation of null hypothesis p-values even for small data sets.
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a b s t r a c t

We describe an exact significance test of the null hypothesis that a Markov chain is nth order. The
procedure utilizes surrogate data to yield an exact test statistic distribution valid for any sample size.
Surrogate data are generated using a novel algorithm that guarantees, per shot, a uniform sampling from
the set of sequences that exactly match the nth order properties of the observed data. Using the test, the
Markov order of Tel Aviv rainfall data is examined.

Published by Elsevier B.V.

1. Introduction

It often happens that it is useful to describe a process as a set
of discrete states with probabilistic transitions. Examples abound
in various fields such as the study of chemical processes [1], DNA
sequences [2], finance [3], and nonlinear dynamics [4], among
others. If the transition probability to the next state is conditioned
only on the present state we call this model a Markov chain.
An nth-order Markov chain is a generalization that includes the
past n states in the transition probability. When the conditional
probabilities are not otherwise given, they are estimated from a
time series of observations.

If the order of theMarkov chain is in question, there are various
tests and criteria available to narrow down the options. The classi-
cal approach is to formulate the question as a hypothesis test that
a chain is nth order and specify a discriminating test statistic [5].
Often the chosen test statistic has a known limiting distribution,
such as χ2, fromwhich a p-value is calculated [6]. The use of a lim-
iting distribution is inexact because it is only attained for infinite
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data sets. For small data sets it may be a very poor approximation.
In this article we develop a procedure to compute p-values that are
exact, even for small data sets.

The p-value is the probability, assuming the null hypothesis, of
the test statistic attaining its observed value or one more extreme.
It is not the probability of the null hypothesis being correct. While
a very small p-value leads one to reject the null hypothesis, a
large p-value only implies that the data is consistent with the null
hypothesis, not that the null hypothesis should be accepted. In
addition, the significance threshold for rejection is entirely up to
the user to decide.

There are alternative approaches that provide a positive answer
to order selection. The Akaike information criterion (AIC), the
Bayesian information criterion (BIC), and others [7–10] produce
rankings over multiple orders based on their relative likelihoods
and have built-in penalties for over-fitting. Unfortunately, these
approaches rely on approximations that are only valid in the limit
of large samples. In small sample situations one cannot be sure of
their efficacy.

In spite of the shortcomings of hypothesis tests, there is an
advantage in that it is possible, in principle, to perform an exact
Markov order significance test that is valid for any sample size. In-
stead of relying on asymptotic properties, the test statistic distribu-
tion is discovered by sampling from the set of sequences (referred
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to here as surrogates) that exactlymatch the nth order properties of
the observed time series [11]. The challenge is in efficiently gener-
ating a large number of such samples, especially for higher orders.
To our knowledge no solution to this problem has been reported in
the literature.

The contribution of this work is a surrogate data procedure that
has ideal properties: each sample surrogate has exactly the same
transition counts as the observed sequence, one sample is gener-
ated per shot, samples are uniformly selected from the set of all
possible surrogate sequences, computation time increases linearly
with the length of the sequence, and any order can be accommo-
dated. Armedwith this new procedure it is now straightforward to
compute the p-value of a Markov order null hypothesis exactly for
any size data set. The obtained value may be used for significance
testing in the standard way (as we do here) or as part of a more
general procedure for model selection.

We first describe how to do hypothesis testing of Markov order
using the χ2 statistic, for which the distribution is known in the
large sample limit. Next we describe the method of surrogate
data generation based on Whittle’s formula. Then we compare
the χ2 statistic in large and small sample cases using both the
asymptotic distribution and the exact distribution obtained from
the surrogates. Finally, we analyze Tel Aviv rainfall data in which
AIC and BIC give differing results and discuss the use of p-values in
this situation.

2. Testing Markov order using the χ2 statistic

A sequence of observations x = {x1 . . . xN} form aMarkov chain
of order n if the conditional probability satisfies

p(xt+1|xt , xt−1 . . .) = p(xt+1|xt . . . xt−n+1), (1)

for all n < t ≤ N . For convenience we will label the states each
measurement can take by positive integers up to S. A sequence of
discrete measurements may come from a process that is naturally
discrete, such as a DNA sequence, or from a continuous process
that has been discretized by an analog-to-digitalmeasuring device.
Unless otherwise specified a Markov process is assumed to be first
order (n = 1). This means that the transition probabilities to a
future state depend only on the present state and not on prior
states. An nth order process can always be cast as first order by
grouping the present statewith the relevant past states into aword,
in which case the number of states can be up to Sn. A process
that has no dependence on past or present (such as a random iid
process) is said to be zeroth order.

To perform an nth order null hypothesis test it is necessary to
compute the distribution of a suitable higher order statistic. If the
observed higher order statistic is sufficiently unlikely, then the null
hypothesis is rejected. The probability, given the null hypothesis, of
the test statistic attaining the observed value or onemore extreme
is referred to as the p-value. Typically, a p-value less than or equal
to 0.05 is taken as grounds to reject the null hypothesis.

Let us begin with the assumption that {xt} is an observed
sequence from a first order Markov process (n = 1) and calculate
the p-value of a second order statistic using a χ2 distribution. The
null hypothesis is

p(xt+1 = i|xt = j, xt−1 = k) = p(xt+1 = i|xt = j), (2)

or using Bayes’ rule

p(xt+1 = i, xt = j, xt−1 = k)

=
p(xt+1 = i, xt = j)p(xt = j, xt−1 = k)

p(xt = j)
. (3)

The l.h.s. of (3) multiplied by N − 2 is the expected number of
times the word (xt+1 = i, xt = j, xt−1 = k) appears in the
data given the null hypothesis. The quantities on the r.h.s. are not
expected values; they are taken from the observed sequence. Let
Ew be the expectedword countwhere


Ew = N−2 andw indexes

the set of all words for which the expected count is greater than
zero. Similarly, let Ow ≥ 0 be the corresponding count from the
observed data. We can now define the observed χ2 test statistic

χ2
obs =


w

(Ew − Ow)2

Ew

, (4)

which is ameasure of the deviation of the observed count from the
expected. The first order assumption does not uniquely determine
the second order statistics; there is some freedom for χ2 to
vary from shot to shot even assuming the null hypothesis. The
advantage of the χ2 statistic is that, given the degrees of freedom
d, the distribution f (χ2

; d) is known in the limit N → ∞. The
p-value is then obtained by integrating f (χ2) over χ2

≥ χ2
obs.

An issue requiring some discussion is how to compute the
degrees of freedom d needed to determine the χ2 distribution. To
test the nth-order hypothesis we count the observed k = n + 1
length words and compute the expected k + 1 length words.
Assuming all Sk length k words are present in the data, let F be a
Sk×Sk transition countmatrix. The (i, j)th entry of F is the number
of times word i transitions to word j. Because consecutive words
overlap and differ by only one symbol, there are at most S nonzero
entries in each row and column of F . It is helpful to rearrange F
into block diagonal formwith k S×S blocks. In each block both the
rows and columnsmust add up to the corresponding length kword
count. Taking into account rowand columndependencies leaves us
with Sk−1(S − 1)2 degrees of freedom for k > 0, and (S − 1)2 for
k = 0 [12]. In the case that not all length k words are present in
the observed data, F will be smaller than Sk × Sk and the blocks
along the diagonal may be of differing size. If the size of the bth
block is rb × cb, then the total number of degrees of freedom d is

(rb − 1)(cb − 1).

3. Exact test using surrogate data

The hypothesis test as described above is not exact; it relies on
the χ2 distribution valid in the asymptotic limit of infinite data.
To discover the exact distribution for finite data it is necessary
to evaluate χ2 for all possible sequences that satisfy the null
hypothesis. For the first order hypothesis these sequences have
exactly the same joint probabilities shown on the r.h.s. of (3). Let
Fij be the number of times word i transitions to word j in x, and let
Γ (x) represent the set of sequences with the same F and the same
beginning and end states as the observed sequence x.

The number of sequences that have the word transition count
F and begin with state u and end with state v is given by Whittle’s
formula [13]:

Nuv(F) =
ΠiFi·!
ΠijFij!

Cvu (5)

where Fi· is the sum of row i and Cvu is the (v, u)th cofactor of the
matrix

F∗

ij =


δij − Fij/Fi· if Fi· > 0,
δij if Fi· = 0. (6)

As an example, consider the following sequence of twelve bi-
nary observations:

x = {0 1 1 0 1 0 1 1 1 0 0 1}. (7)
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