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Abstract In the last few years, several ensemble approaches have been proposed for building high

performance systems for computer vision. In this paper we propose a system that incorporates

several perturbation approaches and descriptors for a generic computer vision system. Some of

the approaches we investigate include using different global and bag-of-feature-based descriptors,

different clusterings for codebook creations, and different subspace projections for reducing the

dimensionality of the descriptors extracted from each region. The basic classifier used in our ensem-

bles is the Support Vector Machine. The ensemble decisions are combined by sum rule. The robust-

ness of our generic system is tested across several domains using popular benchmark datasets in

object classification, scene recognition, and building recognition. Of particular interest are tests

using the new VOC2012 database where we obtain an average precision of 88.7 (we submitted a

simplified version of our system to the person classification-object contest to compare our approach

with the true state-of-the-art in 2012). Our experimental section shows that we have succeeded in

obtaining our goal of a high performing generic object classification system.

The MATLAB code of our system will be publicly available at http://www.dei.unipd.it/wdyn/

?IDsezione=3314&IDgruppo_pass=124&preview=. Our free MATLAB toolbox can be used to

verify the results of our system. We also hope that our toolbox will serve as the foundation for fur-

ther explorations by other researchers in the computer vision field.
ª 2013 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.

1. Introduction

Given the vast amount of data being collected machine analysis

of image content is imperative (Müller et al., 2004; Lew et al.,
2006), a key issue is finding effective feature representations
for images. Early systems developed in the 1990s, e.g., Candid
(Kelly et al., 1995), Photobook (Pentland et al., 1996), and
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Nextra (Ma et al., 1997), exploited simple global features based
on image color, texture, and shape. Approaches around the
turn of the century, e.g. (Li et al., 2003; Fergus et al., 2004), fo-

cused on constellation models to locate distinctive object parts
and to determine constraints on the spatial arrangement. The
main drawback of these representations is that they typically

are unable to handle significant deformations such as large
rotations and occlusions. Moreover, they fail to consider ob-
jects, such as trees and buildings, with variable numbers of

parts.
More recent systems have taken advantage of new develop-

ments in the application of local descriptors in pattern recog-
nition, computer vision, and image retrieval. Of particular

importance has been the use of such local features as keypoints
and image patches, which have shown great promise in several
application areas, including wide baseline matching for stereo

pairs (Baumberg, 2000; Tuytelaars and Gool, 2004), object
retrieval in videos (Sivic et al., 2004), object recognition
(Lowe, 2004), texture recognition (Lazebnik et al., 2005), robot

localization (Se et al., 2002), visual data mining (Sivic and
Zisserman, 2004), and symmetry detection (Turina et al.,
2001). A consensus has emerged from that literature support-

ing the value of the bag-of-words (BoW) technique for image
representation (Lowe, 2004). BoW is based on powerful
scale-invariant feature descriptors that are used to match iden-
tical regions between images by representing regions in a given

image that are covariant to a class of transformations.
Region matching using local image features handles illumi-

nation changes, blurring, zoom effects, and many degrees of

occlusion and of distortions in perspective. Approaches for re-
gion description have been proposed that analyze different as-
pects of images, such as color, texture, edges, and pixel

intensities. Some of the most promising descriptors are those
based on histogram distributions (Mikolajczyk and Schmid,
2005). Some important examples of these descriptors include

the intensity-domain spin image (Lazebnik et al., 2006), an his-
togram approach that represents regions using the distance
from the center point and intensity values; the SIFT descriptor
(Lowe, 2004), an histogram that takes the weighed gradient

locations and orientations; and the geodesic intensity histo-
gram (Ling and Jacobs, 2005), a histogram that provides a
deformation invariant local descriptor. Other descriptors of

this type include PCA-SIFT (Ke and Sukthankar, 2004), mo-
ment invariants (Gool et al., 1996), and complex filters (Schaf-
falitzky and Zisserman, 2002). Some powerful texture

descriptors include center-symmetric local binary patterns
(CS-LBP) Heikkilä et al., 2009, a LBP-based texture descriptor
which is computationally simpler than SIFT and more robust
to illumination problems. Another interesting result in region

description is reported in Nowak et al. (2006), where it is
shown that random sampling, in the case where a large number
of regions is available, gives equal or better classification rates

than the other more complex operators that are in common
use. Some recent effort on visual recognition for very large dat-
abases are (Lin et al., 2011; Krizhevsky et al., 2012; Perronnin

et al., 2010).
Some recent advances in the problem of building recogni-

tion are also noteworthy (Hutchings and Mayol-Cuevas,

2005; Jing and Allinson, 2009). The specific difficulties of this
task are the various forms of occlusions encountered (e.g.,
trees and moving vehicles) and the varying viewpoints in the
images. In Hutchings and Mayol-Cuevas, (2005); and Jing

and Allinson, (2009) global features (intensity and color infor-
mation at different scales) and local features (Gabor features
at several different scales and orientations) were extracted

from a database of building images and used as a powerful
feature vector. Moreover, in Jing and Allinson (2009) several
subspace learning-based dimensionality reductions were tested

and compared to improve performance and to alleviate com-
putational complexity.

Starting from these and other results, we report improve-

ments of our previously published generic system for object
recognition (Nanni et al., 2012, 2013). The new system re-
ported in this paper is based on the following ideas:

� The utilization of both local and global descriptors to
represent images; we fuse several texture descriptors.

� Dimensionality reduction of the texture descriptors

using principal component analysis (PCA) according
to the PCA-SIFT approach (Ke and Sukthankar,
2004); PCA handles the problems of high correlation

among the features as well as the curse of dimensional-
ity. Different projections are performed retaining differ-
ent training subsets for building different projection

matrices. In this way it is possible to build an ensemble
of classifiers by varying the projection matrix. For each
projection matrix a different classifier is trained.

� The utilization of the BoW approach by computing

textons considering different clusterings; each cluster
is performed separately using a subset of the images
of each class. In this way different global texton vocab-

ularies are created, and for each vocabulary a different
SVM is trained.

� A new method proposed in this paper that is based on

cloud of features where all the subwindows extracted
from a given region of the image are used to train a
one-class support vector machine.

The strength of this paper lies in the detailed experiments
that, together with the shared code, may provide helpful bases
for researchers interested in image classification, especially for

students who are new to the topic. Different local descriptors,
codebook generation methods, subwindow configurations, etc.
are combined together and state-of-the-art results are obtained

in the tested datasets.
Our new generic system is compared with other approaches

using several well-known and widely used datasets: a 15-class

scene dataset (Xiao et al., 2010), a building recognition dataset
(Amato et al., 2010), the caltech-256 dataset (Griffin et al.),
and the person classification dataset of the object classification
contest of VOC2012. The new VOC2012 is the last of a very

famous series of computer vision competitions, where our sys-
tem was submitted as a participant so that we could report a
comparison of our system with the true state-of-the-art of

2012. In 2001 the accuracy in the 15-class scene dataset was
only 73.3%; by 2012 it had become 88.1% (Xiao et al.,
2010). The system proposed in this paper obtains an accuracy

of 88.3% in the scene dataset; 95.6% in the building recogni-
tion; 40% in the caltech-256 dataset, and 88.7% in the per-
son-classification VOC2012 dataset.

A full-feature MATLAB toolbox containing all the source
codes used in our proposed system is available at http://
www.dei.unipd.it/wdyn/?IDsezione=3314&IDgruppo_pass=
124&preview=. We plan on maintaining this toolbox and

90 L. Nanni et al.

http://www.dei.unipd.it/wdyn/?IDsezione=3314&amp;IDgruppo_pass=124&amp;preview=
http://www.dei.unipd.it/wdyn/?IDsezione=3314&amp;IDgruppo_pass=124&amp;preview=
http://www.dei.unipd.it/wdyn/?IDsezione=3314&amp;IDgruppo_pass=124&amp;preview=


Download English Version:

https://daneshyari.com/en/article/827347

Download Persian Version:

https://daneshyari.com/article/827347

Daneshyari.com

https://daneshyari.com/en/article/827347
https://daneshyari.com/article/827347
https://daneshyari.com

