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Abstract In this paper, we use rationalized Haar (RH) functions to solve the linear Volterra inte-
gral equations system. We convert the integral equations system, to a system of linear equations.
We show that our estimates have a good degree of accuracy.
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1. Introduction

This integral equation is a mathematical model of many evolu-
tionary problems with memory arising from biology, chemis-
try, physics, engineering. In recent years, many different
basic functions have been used to estimate the solution of inte-
gral equations, such as orthonormal bases and wavelets. In the
recent paper, we apply RH functions to solve the linear Volter-
ra integral equations system. The method is first applied to an
equivalent integral equations system, where the solution is
approximated by a RH functions with unknown coefficients.
The operational matrix of product is given, this matrix is then
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used to evaluate the unknown coefficients and find an approx-
imate solution for y(1) = (3, (1), 12 (1), - ., 1, (1))-

2. Properties of RH functions
2.1. Definition of RH functions
The RH functions RH(r,7), r=1,2,3,..., are composed of

three values 1, —1 and 0 and can be defined on the interval
[0,1) as

]7 Ji <1< J%
RH(I‘,[): -1, J%<Z<Jo, (1)
0, otherwise

where J, =% and u = 0,1, 1 (Ohkita and Kobayashi, 1986).

i DR
The value of r is defined by two parameters i and j as

r=24j—1; i=0,12,..., j=123...2, b)

RH(0, ¢) is defined for i = j = 0 and is given by
RH(0,71)=1; 0<t<].
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The orthogonality property is given by

(RH(r, ), RH(v,1)) = /ol RH(r, £)RH(v, 1) dt

f— 27]’
=10

where v and r introduced in Eq. (2).

forr=v
for r#v

2.2. Function approximation

A function f{¢) defined over the space L*[0, 1) may be expanded
in RH functions as

A0 =S aRH( 1), ()

where
(f(1), RH(r, 1))
(RH(r, 1), RH(r, 1)) 4)

Ifweleti=0,1,2,3,...,a then the infinite series in Eq. (3)
is truncated up to its first k terms as

a, =

k—1
A1) = ZarRH(r, 0)=A"¢(1), (5)
where k =2*"" 0 =0,1,2,...,,(1) = RH(r, 1),
A= [ao,a1,...7a1\»,1]T7 (6)
B(1) = [o(0), 1 (1), .-, i, (D] (7)

If each waveform is divided into k intervals, the magnitude
of the waveform can be represented as

b)) B

where in Eq. (8) the row denotes the order of the RH functions
(Maleknejad and Mirzaee, 2006).
By using Egs. (8) and (5) we get

[f(i) , f(;—k) . f(%)] = A" rsr. 9)

We can also approximate the function k(z,s) € L*([0, 1) x
[0,1)) as follows:

k(t,s) =~ ¢"(t)H(s), (10)
where H = [hy],, is an k x k matrix that:

L (RH(L0), (K(1,5), R, 5) )
"~ {RH(i,1), RH(i, 0){RH(j, 1), RH(j 1))

fori,j=0,1,2,....k— 1.
From Egs. (8) and (9) we have:

s\ A
H= <¢k></c) Hopp (12)
where
~ . ~ 2i—1 2j—1 ..
H:[h(/}kxk’ /’l,']':k( 2k 77)7 l,_]:1727...7k7

and

bita= (1) (o) ([ 0070 (13)

We also define the matrix D = D, as follows:
1
D= / d(1)p" (1) dt. (14)
0
For the RH functions, D has the following form Maleknejad

and Mirzaee (2006, 2003) and Razzaghi and Ordokhani (2002):

1 11 1 1 1

PR b

—
2

2.3. Operational matrix of integration
The integration of the ¢(¢) defined in Eq. (7) is given by
t
| ottrar = poo. (15)
0

where P = Py, is the k X k operational matrix for integration
and is given in Maleknejad and Mirzaee (2006, 2003) as

L[ Po ~Poe)

Pok =35 . . 7 (16)
(%)

where ¢, = [1], P,y = EIE

2.4. The product operation matrix

The product operation matrix for RH functions is defined as
follows:

()" (1A ~ Arad(1), (17)

where 4 is given in Eq. (6) and Apxi in an k x k matrix, which
is called the product operation matrix of RH functions.
In general we have

- IZA k FIA k

T — | Ao Hox ) (18)
Hoxg Dyxy

with

glx] = do,

H(g)x@ = ¢(§)x(§) ~diag[a%,a%+17 e 7ak—l:|7
Hiya = ding|ay g ] 9
and

D(’—ﬁ')x(%) = diag[[am ayy ..., agfl] . (b(%)X(%)] .

See Razzaghi and Ordokhani (2002).
3. Linear Volterra integral equations system
We consider the following linear integral equations system:
Zn;gij(f)yi(f) + Z /01 kij(2, 5)y;(s) ds = xi(1);
= =

i=1,2,...,n, (19)

where  x;(1),g;(t) € L*[0,1), k;(t,s) € L*([0,1) x [0,1))  for
i,j=1,2,...,nand y,(¢) for i =1,2,...,n are unknown func-
tions (Delves and Mohammed, 1983).
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