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27This article is an essay that discusses the concepts underlying the application of modern transition state
28theory to reactions in enzymes. Issues covered include the potential of mean force, the quantization of
29vibrations, the free energy of activation, and transmission coefficients to account for nonequilibrium
30effect, recrossing, and tunneling.
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33

34
35 Introduction

36 Enzyme catalysis occurs by a variety of mechanisms [1], and
37 enzyme kineticists use a variety of levels of theory to calculate
38 reaction rates catalyzed by enzymes. Most of these methods, in
39 one way or another, attempt to calculate the free energy of activa-
40 tion, a quantity whose meaning is defined by transition state the-
41 ory. Attempts to go beyond transition state theory are often cast in
42 terms of a transmission coefficient, which corrects for the break-
43 down of the assumption of a separable, classical reaction coordi-
44 nate in transition state theory without a transmission coefficient.
45 Thus a transmission coefficient in principle corrects for the break-
46 down of the fundamental reaction–coordinate–separability
47 assumption of transition state theory [2], but in practice it also
48 incorporates quantum mechanics into the treatment of the reac-
49 tion coordinate [3]. Since there is universal agreement that the cor-
50 rect description of atomic motions is quantum mechanical rather
51 than classical mechanical, the quantum mechanical aspect of
52 transmission coefficient is considered as an intrinsic part of the
53 theory, not as a correction for breakdown of the theory. The trans-
54 mission coefficient is an intrinsic part of the theory in an even
55 greater sense though because the factorization of a transmission
56 coefficient out of the total rate expression is not unique; it depends
57 on the way that the transition state dividing surface is defined. The
58 present essay will try to make these issues and other aspects of
59 modern transition state theory clearer, with an explicit focus on
60 enzyme kinetics.
61 It is becoming increasingly possible to use simulations in which
62 the motion of the substrate, enzyme, cofactors, if any, and an

63appreciable portion of the solvent are all represented explicitly.
64One can use transition state theory to extract rate constant predic-
65tions from such simulations, but this often requires going beyond
66textbook transition state theory and including new elements in
67the simulations. The present article is an essay that discusses the
68issues that arise in extending transition state theory to enzyme
69reactions.
70Transition state theory was originally developed in the context
71of gas-phase reactions, but it was extended to condensed reactions
72shortly thereafter. The original formulation for condensed-phase
73reactions was in terms of quasithermodynamic concepts, in partic-
74ular quasiequilibrium between the transition state and the reac-
75tants. I use the term quasiequilibrium for two reasons: (i) the
76transition state needs to be in equilibrium with the reactants,
77but the products states may be unpopulated; (ii) the transition
78state is missing one degree of freedom. For example, Evans and
79Polanyi [4] defined the transition state as ‘‘an infinitesimally thin
80layer of phase space’’ extending to infinity in all directions except
81the reaction coordinate. Thus a transition state is a mathematical
82entity that is like a real molecule but is missing one degree of free-
83dom, namely the reaction coordinate. In mathematical language,
84we would define the transition state with a delta function for the
85reaction coordinate. Real equilibrium constants are one-to-one
86functions of free energies of reaction, and the temperature depen-
87dence of the equilibrium constant can be used to separate the free
88energy into an enthalpy of reaction and a term involving the
89entropy of reaction. Since the transition state theory rate is propor-
90tional to a the quasiequilibrium constant between the transition
91state (sometimes called the activated complex), the transition state
92rate is interpreted in terms of a generalization of the concept of
93free energy of reaction, namely the free energy of activation, which
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94 is the difference in free energy between the mathematically
95 defined transition state and the reactants, and the temperature
96 dependence allows us to separate this into an enthalpy of activa-
97 tion and an term involving the entropy of activation. These func-
98 tions are quasithermodynamic because they refer to a transition
99 state rather than a real chemical species. This conceptual frame-

100 work will be used in deriving transition state theory below.
101 An important distinction in discussing transition state theory is
102 the difference between a potential energy surface (also called a
103 potential energy function) and a free energy surface (also called a
104 potential of mean force). In applying transition state theory to
105 gas-phase reactions, the basic input (energies, vibrational frequen-
106 cies, . . .) may be obtained from the Born–Oppenheimer potential
107 energy surface, which is the electronic energy (including nuclear
108 repulsion) of the ground electronic state as a function of nuclear
109 coordinates. Potential energy surfaces for general gas-phase mole-
110 cules with N atoms are functions of 3N � 6 coordinates, where 3N
111 is the number of atomic Cartesian coordinates, and we subtract 6
112 because the electronic energy does not depend on translating the
113 overall center of mass or rotating the whole system in space.
114 Reactants and products are associated with local minima on the
115 potential energy surface, and transition states were identified with
116 saddle points on the potential energy surface. A saddle point is a
117 local minimum of the potential energy surface in 3N � 7 degrees
118 of freedom, where now we have omitted the reaction coordinate;
119 but it corresponds to a local maximum along the reaction coordi-
120 nate. Notation: A saddle point is often called a transition structure.
121 Calculating a rate constant by transition state theory involves cal-
122 culating certain free energy quantities from the potential energy
123 surfaces, as discussed below.
124 Potential energy surfaces also underlie the theory for condensed
125 phase systems, but N is a very large number for a liquid, and it may
126 be tens of thousands or more for realistic models of liquid-phase
127 enzymes, but the use of free energy quantities that depend on a
128 smaller number of degrees of freedom (for example, the number
129 of degrees of freedom of a solute or an active site) allows one man-
130 age the complexity. For this reason, free energy surfaces are more
131 useful for condensed-phase reactions than for gas-phase ones –
132 both for conceptual purposes and for calculations, and yet they
133 are often not explained well in textbooks (and sometimes not even
134 mentioned).
135 Extending conventional transition state theory to reactants in a
136 condensed phase, for example in water, in the aqueous medium of
137 a cell, or in an enzyme which itself is in a liquid-phase medium, is
138 not as straightforward as many textbook treatments would lead
139 one to believe. To see this, consider a solute with n atoms.
140 Because it is surrounded by solvent, its electronic energy is not
141 well defined; that is, there are questions about how to partition
142 the solute–solvent interaction energy into energy of the solute
143 and energy of the solvent. But suppose we come up with a scheme
144 for that. We then find that the energy is not invariant to translation
145 or rotation of the solute if the solvent is fixed at some instanta-
146 neous configuration. The free translations and free rotations have
147 been converted to low-energy librations by interactions with sol-
148 vent. We could try to ameliorate the problem by considering a ‘‘su-
149 persolute,’’ by which I mean a system consisting of the solute plus
150 many nearby solvent molecules. Now we run into another prob-
151 lem. The solvent, being a liquid, has many local minima of nearly
152 the same energy. Consider water. We could have many possible
153 networks of hydrogen bonds, and rotation of a few water mole-
154 cules from one hydrogen-bonding arrangement to another gives
155 us another local minimum. Following Stillinger, one may call these
156 local minima of the potential energy function ‘‘inherent struc-
157 tures.’’ Stillinger proved that the number of distinguishable inher-
158 ent structures of a liquid rises exponentially as a function of the
159 number of molecules in the systems [5].

160For gas-phase systems, we can proceed theoretically by finding
161all the low-energy minima and low energy-saddle points [6,7]. We
162can then carry out a complete analysis of the nuclear motion and
163configurations by classical mechanics (for example, vibrations
164might be treated by the classical mechanical harmonic oscillator
165approximation) or, if the system is not too large, by quantum
166mechanics (for example, vibrations might be treated by the quan-
167tum mechanical harmonic oscillator approximation). Clearly that is
168impossible for a liquid or an enzyme in solution, where it is not
169practical to even think about all the structures, and we are forced
170to use statistical mechanical sampling rather than full enumeration
171of structures. Using statistical mechanics, we can make firm state-
172ments even without finding all the inherent structures. The present
173article will attempt to explain how we do this, using the least pos-
174sible amount of mathematics, although the actual calculations
175involve a lot of mathematics.
176In section ‘‘Transition state theory in a classical world’’ we
177explain transition state theory in a classical mechanical world. By
178this we mean a world where nuclear motion follows the law of clas-
179sical mechanics; as explained above, the potential energy surface
180that governs nuclear motion represents the electronic energy,
181and the electronic structure of atoms and molecules must always
182come from a quantum mechanical treatment (even though it might
183be represented by a molecular mechanics function that looks clas-
184sical). The variational principle of variational transition state the-
185ory is rooted in classical mechanics and it is also explained in
186section ‘‘Transition state theory in a classical world’’.
187Classical mechanics describes many aspects of nuclear motion
188quite well, but for quantitative work one cannot neglect the quan-
189tum mechanical nature of nuclear motion, especially zero point
190energy and tunneling. Thus, in sections ‘‘Quantum mechanical
191nuclear motion’’ and ‘‘Transmission coefficient’’, we explain how
192quantum effects are included in transition state theory.

193Transition state theory in a classical world

194Basic concepts

195To provide guidance for the statistical mechanical formulation
196of transition state theory for condensed-phase process, we return
197to gas-phase systems and reconsider the meaning of the quasither-
198modynamic functions. In pioneering work cited above, Polanyi,
199Evans, and Eyring arrived at the quasithermodynamic and statisti-
200cal mechanical formulation of transition state theory by consider-
201ing quasiequilibrium between reactants and transition states.
202Since, as already pointed out, transition states are not real species,
203this involved a somewhat intuitive generalization of the concept of
204equilibrium, which they combined with one-dimensional classical
205models for the reactive motion (motion along the reaction coordi-
206nate) that takes a system from one side of the transition state to
207the other. Although these derivations gave the correct result, there
208were not completely satisfactory, and even as late as the 1970s,
209people were arguing about factors of two in the derivation [8].
210A more solid foundation for transition state theory was pro-
211vided by the work of Wigner. Before summarizing Wigner’s results,
212I briefly explain the language to be used. Phase space is the
2136N-dimensional space consisting of the 3N-dimensional coordinate
214space and the 3N-dimensional space of conjugate momenta. Points
215in phase space are called phase points; they are the ‘‘states’’ of a
216classical system. A region of phase space is said to be in local equi-
217librium if the relative population of states in that region satisfies a
218Boltzmann distribution. Note that since most phase points have
219nonzero momentum they are constantly moving from one position
220in phase space to another (from one state to another); the motion
221of a phase point in phase space is called a trajectory.

2 D.G. Truhlar / Archives of Biochemistry and Biophysics xxx (2015) xxx–xxx

YABBI 6979 No. of Pages 8, Model 5G

23 May 2015

Please cite this article in press as: D.G. Truhlar, Arch. Biochem. Biophys. (2015), http://dx.doi.org/10.1016/j.abb.2015.05.004

http://dx.doi.org/10.1016/j.abb.2015.05.004


Download English Version:

https://daneshyari.com/en/article/8289555

Download Persian Version:

https://daneshyari.com/article/8289555

Daneshyari.com

https://daneshyari.com/en/article/8289555
https://daneshyari.com/article/8289555
https://daneshyari.com

