
Nonlinear Analysis: Real World Applications 13 (2012) 953–958

Contents lists available at SciVerse ScienceDirect

Nonlinear Analysis: Real World Applications

journal homepage: www.elsevier.com/locate/nonrwa

Ultimate boundedness and an attractor for stochastic Hopfield neural
networks with time-varying delays

Li Wan a,∗, Qinghua Zhou b, Pei Wang c, Jizi Li d
a School of Mathematics and Computer Science, Wuhan Textile University, Wuhan 430073, PR China
b Department of Mathematics, Zhaoqing University, Zhaoqing 526061, PR China
c School of Mathematics and Statistics, Wuhan University, Wuhan 430072, PR China
d School of Management, Wuhan Textile University, Wuhan 430073, PR China

a r t i c l e i n f o

Article history:
Received 16 March 2011
Accepted 1 September 2011

Keywords:
Hopfield neural networks
Delays
Ultimate boundedness
Weak attractor

a b s t r a c t

This paper investigates ultimate boundedness and a weak attractor for stochastic Hopfield
neural networks (HNN) with time-varying delays. By employing the Lyapunov method
and the matrix technique, some novel results and criteria on ultimate boundedness
and an attractor for stochastic HNN with time-varying delays are derived. Finally, a
numerical example is given to illustrate the correctness and effectiveness of our theoretical
results.
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1. Introduction

Recently, it has been well recognized that stochastic disturbances are ubiquitous and inevitable in various systems,
ranging from electronic implementations to biochemical systems,which aremainly caused by thermal noise, environmental
fluctuations as well as different orders of ongoing events in the overall systems [1,2]. Therefore, considerable attention has
been paid to investigate the dynamics of stochastic neural networks, and many results on stochastic neural networks with
delays have been reported in the literature; see e.g. [3–18] and references therein. Among which, some sufficient criteria on
the stability of uncertain stochastic neural networks were derived in [4–6]. Almost sure exponential stability of stochastic
neural networkswas discussed in [7–9]. In [10–14],mean square exponential stability and pthmoment exponential stability
of stochastic neural networks were investigated. Some sufficient criteria on the exponential stability of the periodic solution
for impulsive stochastic neural networks were established in [15]. In [16], the stability of discrete-time stochastic neural
networks was analyzed, while exponential stability of stochastic neural networks with Markovian jump parameters is
investigated in [17,18]. However, these papers mainly concern the stability of stochastic neural networks.

In fact, except for the stability property, boundedness is also one of the foundational concepts of dynamical systems,
which plays an important role in investigating the uniqueness of equilibrium, global asymptotic stability, global exponential
stability, the existence of the periodic solution, its control and synchronization [19,20], and so on. Recently, ultimate
boundedness of several classes of neural networkswith time delays has been reported. Some sufficient criteria were derived
in [21,22], but these results hold only under constant delays. Following, in [23], the globally robust ultimate boundedness of
integro-differential neural networks with uncertainties and varying delays was studied. After that, some sufficient criteria
on the ultimate boundedness of neural networks with both varying and unbounded delays were derived in [24], but the

∗ Corresponding author. Tel.: +86 02759736926.
E-mail addresses:wanlinju@yahoo.com.cn (L. Wan), zqhmath@yahoo.com.cn (Q. Zhou), wp0307@126.com (P. Wang), lijison@gmail.com (J.Z. Li).

1468-1218/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.nonrwa.2011.09.001

http://dx.doi.org/10.1016/j.nonrwa.2011.09.001
http://www.elsevier.com/locate/nonrwa
http://www.elsevier.com/locate/nonrwa
mailto:wanlinju@yahoo.com.cn
mailto:zqhmath@yahoo.com.cn
mailto:wp0307@126.com
mailto:lijison@gmail.com
http://dx.doi.org/10.1016/j.nonrwa.2011.09.001


954 L. Wan et al. / Nonlinear Analysis: Real World Applications 13 (2012) 953–958

concerned systems are deterministic ones. In [25,26], a series of criteria on the boundedness, global exponential stability
and the existence of the periodic solution for non-autonomous recurrent neural networks were established. To the best of
our knowledge, there are few results on the ultimate boundedness and an attractor for stochastic neural networks. Therefore,
the arising question about the ultimate boundedness and an attractor for the stochastic Hopfield neural networks with time
varying delays is important yet meaningful.

The rest of the paper is organized as follows: some preliminaries are in Section 2, Section 3 presents our main results, a
numerical example and conclusions will be in Sections 4 and 5, respectively.

2. Preliminaries

Consider the following stochastic HNN with time-varying delays

dx(t) = [−Cx(t) + Af (x(t)) + Bf (x(t − τ(t))) + J]dt + σ(x(t), x(t − τ(t)))dw(t), (2.1)

where x = (x1, . . . , xn)T is the state vector associated with the neurons; C = diag{c1, . . . , cn}, ci > 0 represents the
rate with which the ith unit will reset its potential to the resting state in isolation when being disconnected from the
network and the external stochastic perturbation; A = (aij)n×n and B = (bij)n×n represent the connection weight matrix
and the delayed connection weight matrix, respectively; J = (J1, . . . , Jn)T , Ji denotes the external bias on the ith unit; fj
denotes activation function, f (x(t)) = (f1(x1(t)), . . . , fn(xn(t)))T ; σ(·, ·) ∈ Rn×m is the diffusion coefficient matrix; w(t) is
m-dimensional Brownian motion defined on a complete probability space (Ω, F , P) with a natural filtration {Ft}t≥0
generated by {w(s) : 0 ≤ s ≤ t}; τ(t) is the transmission delay and satisfies

0 ≤ τ(t) ≤ τ , τ̇ (t) ≤ µ. (2.2)

The initial conditions are given in the form:

x(s) = ξ(s), −τ ≤ s ≤ 0, j = 1, . . . , n,

where ξ(s) = (ξ1(s), . . . , ξn(s))T is C([−τ , 0]; Rn)-valued function and F0-measurable Rn-valued random variable
satisfying ‖ξ‖

2
τ = sup−τ≤s≤0 E‖ξ(s)‖2 < ∞, ‖ · ‖ is the Euclidean norm and C([−τ , 0]; Rn) is the space of all continuous

Rn-valued functions defined on [−τ , 0].
Throughout this paper, the following assumption will be considered.

(A1) There exist constants l+i and l−i such that

l−i ≤
fi(x) − fi(y)

x − y
≤ l+i , ∀x, y ∈ R.

It follows from [27] that under the assumption (A1), system (2.1) has a global solution on t ≥ 0.We note that assumption
(A1) is less conservative than that of in [3,6,28], since the constants l+i and l−i are allowed to be positive, negative numbers
or zeros.

The notation A > 0 (respectively, A ≥ 0) means that matrix A is symmetric positive definite (respectively, positive semi-
definite). AT denotes the transpose of thematrix A. λmin(A) represents theminimum eigenvalue of matrix A. Throughout the
paper, all norms are assumed to be Euclid 2-norms.

3. Main results

In this section, we will give the conditions of the ultimate boundedness and then construct a compact set BC as the weak
attractor for the solutions by using the ultimate boundedness.

Theorem 3.1. Suppose that there exist somematrices P > 0,Qi > 0 (i = 1, 2, 3, 4), σ1 > 0, σ2 > 0,U1 = diag{u11, . . . , u1n}

≥ 0,U2 = diag{u21, . . . , u2n} ≥ 0 and σ3, such that

(A2)

Σ =

∆ σ3 PA + L2U1 PB
∗ σ2 − (1 − µ)Q1 − 2L1U2 0 L2U2
∗ ∗ Q3 + τQ4 − 2U1 0
∗ ∗ ∗ −(1 − µ)Q3 − 2U2

 < 0,

trace[σ T (x(t), x(t − τ(t)))Pσ(x(t), x(t − τ(t)))]
≤ xT (t)σ1x(t) + xT (t − τ(t))σ2x(t − τ(t)) + 2xT (t)σ3x(t − τ(t)),

where ∆ = Q1 + τQ2 + σ1 − PC − CP − 2L1U1, L1 = diag{l−1 l
+

1 , . . . , l−n l
+
n }, L2 = diag{l−1 + l+1 , . . . , l−n + l+n }, ∗ means

the symmetric terms.
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