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1. Introduction

In this paper, we consider the following minimax fractional programming problem:

(P) Minimize ¥ (x) = Supf(X»J/)
yey h(x,y)
st g(x) <0,x€R",

where Y is a compact subset of R, f(.,.) : R" xRl — R, h(.,.) : R x R' — R are twice continuously differentiable on R" x R!
andg(.,.) : R" — R™is twice continuously differentiable on R". It is assumed that for each (x, y) in R* x R, f (x, ¥) > 0 and
h(x,y) > 0.

Since minimax fractional programming has wide applications (see [1-4]), much attention has been paid to optimality
conditions and duality theorems for minimax fractional programming problems. For the case of convex differentiable
minimax fractional programming, Yadav and Mukherjee [5] formulated two dual models for (P) and derived duality
theorems. Chandra and Kumar [6] pointed out certain omissions in the dual formulation of Yadav and Mukherjee; they
constructed two modified dual problems for minimax fractional programming problem and proved duality results. Liu and
Wau [7,8], and Ahmad [9] obtained sufficient optimality conditions and duality theorems for (P) assuming the functions
involved to be generalized convex. Yang and Hou [10] discussed optimality conditions and duality results for (P) involving
generalized convexity assumptions.

Mangasarian [11] introduced the notation of second order duality for nonlinear programs by introducing an additional
vector p € R". He has indicated a possible computational advantage of the second order dual over the first order dual. Instead
of imposing explicit condition on p, Mond [12] included p in a second order type convexity. Bector et al. [ 13] discussed second
order duality results for minimax programming problems under generalized B-invexity. Later on, Liu [ 14] extended these
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results involving second order generalized B-invexity. Recently, Husain et al. [ 15] have formulated two types of second order
dual models for minimax fractional programming problems, and derived weak, strong and strict converse duality theorems
under n-bonvexity assumptions.

In this paper, two types of second order duality in minimax fractional programming are formulated by introducing an
additional vector r. The weak, strong and converse duality theorems are proved for these programs under n-bonvexity
assumptions. Our results generalize these existing dual formulations which were discussed by the authors in [9,13,6,14,7,8,
16,5,10,15].

2. Preliminaries

Let S = {x € R" : g(x) < 0} denote the set of all feasible solutions of (P). For each (x, y) € R* x R, we define
Jo={eM={1,2...,m}:gkx =0}
Y ={yeY: fxy) = qupf(x, 2)},
ze

and

K(x) = {(s,t,})eNijxR“:1§s§n+1,t:(t1,t2,...,ts)ERS,

N
> ot= 15 = GuFa T T € V0= 12 5)
t=1
Let f : R* — R be a twice differentiable function.

Definition 2.1 ([17]). Function f is said to be n-bonvex at X € R", if there exists a certain mapping n : R" x R" — R" such
that for all x, p € R", we have

1
fx) —f® + 5PTV2f ®p = 0" ® OV + VF®p].

Definition 2.2 ([17]). Function f is said to be strictly n-bonvex at x € R", if there exists a certain mapping n : R" x R" — R"
such that for all x, p € R", we have

1
f) —f® + EpTVZf(%)p > n' (%, X)[Vf®) + VA ®)pl.

The following theorem will be needed in the proofs of strong duality theorems:

Theorem 2.1 (Necessary Conditions [6]). Let x* be a solution of (P) and let Vgj(x*),j € J(x*) be linearly independent. There
exist (s*, t*,y*) € K(x*), A* € Ry and u* € R such that

s* m

VY HEEY) = YD) + VY ugi(x) =0,
i=1 j=1

F@F7) = h( 75 =0, i=1.2,....5",

m
> g =0,

=1

S*
>0, Y =1 yeYr) i=12..5"
i=1

3. First duality model
By utilizing the necessary optimality conditions of the previous section, we formulate the following second order dual to
(P) as follows:

(MD) max sup A,
6.LVEK@) (2,1, p)eH; (s.6.5)
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