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a b s t r a c t

In this paper we give a sub-supersolution method for nonlinear elliptic singular
systems with quadratic gradient whose model system is the following

−∆u+ vβ |∇u|
2

uα
= f1(x, u, v) in Ω ,

−∆v + uµ |∇v|
2

vγ
= f2(x, u, v) in Ω ,

u = v = 0 on ∂Ω ,

where Ω is a smooth bounded domain of RN (N ≥ 3), β, µ ≥ 0, 0 < α, γ < 1
and regular f1, f2 functions. Moreover, we apply it to prove existence of solution for
some systems, including the classical Lotka–Volterra models with gradient terms.
Specifically, we study the competition and the symbiotic Lotka–Volterra systems.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The aim of this paper is to provide a sub-supersolution method for the following nonlinear elliptic singular
system with natural growth 

−∆u+ g1(v) |∇u|
2

uα
= f1(x, u, v) in Ω ,

−∆v + g2(u) |∇v|
2

vγ
= f2(x, u, v) in Ω ,

u = v = 0 on ∂Ω ,

(1.1)
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where Ω is a smooth bounded domain of RN (N ≥ 3), 0 < α, γ < 1, the functions g1, g2 ∈ C([0,+∞)) and
f1, f2 ∈ C(Ω × [0,+∞)× [0,+∞)) verifying some general conditions detailed below.

Regarding the literature there are several papers about equations with quadratic gradient terms. The
existence of solutions of the equation

−∆u+ g(u)|∇u|2 = a(x) in Ω ,
u = 0 on ∂Ω ,

(1.2)

for every function a(x) in a given Lebesgue space has been systematically studied in [5,8,9] and references
therein (in fact, for a more general nonlinear term H(x, u,∇u) instead of g(u)|∇u|2). They consider in the
lower order term a continuous g in R which does not satisfy any growth restriction and the sign condition
g(s)s ≥ 0 for every s ∈ R is assumed. Thanks to the presence of the lower order term the Dirichlet problem
associated to the equation is allowed to have finite energy weak solutions.

In [15,4] some of the above results were extended to the case of systems. Specifically, in [4] the authors
study systems of elliptic equations with quadratic gradient. They consider a general system

−∆ui +Hi(x, u,∇u) = ai(x) in Ω ,
u = 0 on ∂Ω , i = 1, . . . , n

where u = (u1, . . . , un), ai ∈ H−1(Ω) and the quadratic terms Hi(x, u,∇u) satisfy a more general one-side
condition than the sign condition, but in the case Hi(x, u,∇u) = gi(u)|∇u|2 this one-side hypothesis is
equivalent to the sign condition. In their case gi is continuous in Rn and they prove the existence of solution
in the Sobolev space.

In the last years, Eq. (1.2) has attracted much attention by the presence of singular terms in front of the
gradient, see [1,2,6] and references therein.

In [11] we proved that a sub-supersolution method works for equations of the form−∆u+ |∇u|
2

uα
= f(λ, u) in Ω ,

u = 0 on ∂Ω ,

and we apply it to different models.
In this paper we focus our attention to systems with quadratic gradient and singular terms as (1.1).
Let us mention that the sub-supersolution method is valid for semilinear systems, see for instance [13,

20]. In this case, when g1 ≡ g2 ≡ 0, the natural extension of the scalar definition of sub-supersolution
depends on the monotonicity of the functions f1 and f2 with respect to v and u, respectively. A general
definition was given in [13,20] where a pair of functions (u, v), (u, v), u, u, v, v ∈ H1(Ω) ∩L∞(Ω) is called a
sub-supersolution if

u ≤ u, v ≤ v in Ω ,

u ≤ 0 ≤ u, v ≤ 0 ≤ v on ∂Ω ,

and

−∆u ≤ f1(x, u, v), −∆u ≥ f1(x, u, v), ∀v ∈ [v, v],
−∆v ≤ f2(x, u, v), −∆v ≥ f2(x, u, v), ∀u ∈ [u, u],

where, given two ordered functions z ≤ w, we have denoted

[z, w] := {q ∈ L∞(Ω) : z(x) ≤ q(x) ≤ w(x)}

(see also [19] where it is proved the validity of the method for singular semilinear systems). Assuming
the existence of a sub-supersolution, (u, v), (u, v), there exists a solution (u, v) ∈ I ≡ [u, u] × [v, v] of the
semilinear system (i.e. (1.1) with g1 ≡ g2 ≡ 0).
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