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a b s t r a c t

We consider the system x′

i = ai(t)|xi+1|
αisgn xi+1, i = 1, . . . , n, n ≥ 2, where ai,

i = 1, . . . , n, are positive continuous functions on [a, ∞), αi ∈ (0, ∞), i = 1, . . . , n, with
α1 · · · αn < 1, and xn+1 means x1. We analyze the asymptotic behavior of the solutions to
this system whose components are eventually positive increasing. In particular, we derive
exact asymptotic formulas for the extreme case, where all the solution components tend
to infinity (the so-called strongly increasing solutions). We offer two approaches: one is
based on the asymptotic equivalence theorem, and the other utilizes the theory of regular
variation. The above-mentioned system includes, as special cases, two-term nonlinear
scalar differential equations of arbitrary order n and systems of n/2 second-order nonlinear
equations (provided n is even), which are related to elliptic partial differential systems.
Applications to these objects are presented and a comparisonwith existing results is made.
It turns out that some of our results yield new information even in the simplest case, a
second-order Emden–Fowler differential equation.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Consider the nonlinear differential system (of Emden–Fowler type)

x′

1 = a1(t)Φα1(x2),
x′

2 = a2(t)Φα2(x3),
...

x′

n−1 = an−1(t)Φαn−1(xn),
x′

n = an(t)Φαn(x1),

(1)

n ∈ N, n ≥ 2,whereΦζ (u) = |u|ζ sgn u, αi, i = 1, . . . , n, are positive constants, and ai, i = 1, . . . , n, are positive continuous
functions defined on [a, ∞), a ≥ 0. Throughout, we assume that

α1 · · · αn < 1; (2)

system (1) satisfying this condition will be called subhomogeneous (an alternative terminology is sub-half-linear). The
opposite (strict) inequality is called superhomogeneity (or super-half-linearity).
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We study positive solutions of (1), i.e. solutionswhose components are eventually positive. Because of the sign conditions
on the coefficients, all the components are then eventually increasing. While the asymptotic behavior (as t → ∞) of the
solutions where at least one of the components tends to a finite constant is reasonably clear (indeed, an asymptotic formula
can then be easily obtained), this is not the case of the so-called strongly increasing solutions. Strongly increasing solutions
are defined as those for which all the components tend to infinity. The purpose of this paper is to describe the asymptotic
behavior of these ‘‘difficult’’ solutions in an exact way. We offer two approaches: one uses an asymptotic equivalence
theorem, and the other utilizes the theory of regular variation. In particular, we show that, if the coefficients in (1) are
regularly varying, then so are the components of strongly increasing solutions, and the exact asymptotic formula is derived.
The main results are presented in Section 3 and their proofs can be found in the last section.

System (1) covers many important objects studied in the literature, for example, two-term quasilinear differential
equations of (odd as well as even) order n, or systems of second-order nonlinear equations which are closely related to
certain partial differential systems. We discuss how our results can be applied to these objects andmake a comparison with
existing theory.Wewill see that some of our results are new even in the simplest case, i.e., extensively studied second-order
quasilinear (or generalized Emden–Fowler) differential equations. These discussions, along with further observations and
directions for a future research, can be found in Section 4.

Note that — in some situations — the above-mentioned scalar nth-order differential equations and/or second-order
differential systems viewed as systems of the form (1) enable better understanding of the structure of a solution space.
In particular, some ‘‘symmetry’’ properties which are otherwise hard to detect can be revealed. Moreover, many of the
considerations can bemade also for system (1), in which the coefficients are allowed to attain zero values; we will highlight
the relevant parts in the text.

This note is organized as follows. In Section 2, we introduce useful conventions, recall basic information about the theory
of regular variation, and discuss elementary properties of positive solutions to (1) along with related topics. The content of
all other sections is already described in the previous paragraphs.

2. Preliminaries

Conventions We introduce the following convention, which will be throughout used. By a subscript k ∈ N we mean k = i,
where i ∈ {1, . . . , n} and k ≡ i (mod n). Then, for a subscript k,

k =


k if k ≤ n,
k − mn if k > n, (3)

wherem ∈ N is such that 1 ≤ k − mn ≤ n. With this convention, system (1) takes the form

x′

i = ai(t)Φαi(xi+1), i = 1, . . . , n.

Further, we adopt the usual convention
k−1

j=k uj = 1. Recall that, for eventually positive functions f , g, f (t) ∼ g(t) as
t → ∞ means that limt→∞ f (t)/g(t) = 1 and f (t) ≍ g(t) as t → ∞ means that there exist c1, c2 ∈ (0, ∞) such that
c1g(t) ≤ f (t) ≤ c2g(t) for large t .

Regular variation The concept of regularly varying functions plays an important role in our theory. A measurable function
f : [a, ∞) → (0, ∞) is called regularly varying (at infinity) of index ϑ if

lim
t→∞

f (λt)
f (t)

= λϑ for every λ > 0;

we write f ∈ RV(ϑ). If ϑ = 0, then f is called slowly varying; we write f ∈ SV . We recommend the monographs [1,2]
as very good sources of information on the theory of regular variation. The proofs of the following properties of regularly
varying functions, which find applications in our considerations, can also be found there.

• f ∈ RV(ϑ) if and only if

f (t) = tϑL(t), (4)

where L ∈ SV .
• If L1, . . . , Ln ∈ SV, n ∈ N, and R(x1, . . . , xn) is a rational function with positive coefficients, then R(L1, . . . , Ln) ∈ SV . In

particular,

f1f2 ∈ RV(ϑ1 + ϑ2) and f γ

1 ∈ RV(γ ϑ1) (5)

for fi ∈ RV(ϑi), i = 1, 2, and γ ∈ R. Moreover, L1 ◦ L2 ∈ SV provided L2(t) → ∞ as t → ∞.
• If L ∈ SV and ϑ > 0, then tϑL(t) → ∞, t−ϑL(t) → 0 as t → ∞.
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