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a b s t r a c t

This paper uses critical point theory and variational methods to investigate the subhar-
monic solutions with prescribed minimal period for a class of second-order impulsive
differential equations. The conditions for the existence of subharmonic solutions are es-
tablished. Our results rectify some known results in the literature and will allow us, in the
future, to deal with the subharmonic solutions for more extensive impulsive problems.
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1. Introduction

The theory of impulsive differential equations has been emerging as an important area of investigation in recent years.
Some classical tools such as the coincidence degree theory of Mawhin, fixed point theorems in cones, the method of lower
and upper solutions, and the critical point theory have been widely used to get the solutions of impulsive differential
equations. For the theory and classical results see the monographs [1–4]. Some recent development and applications of
impulsive differential equations can be seen in [5–12]. We point out that in a second-order differential equation u′′

=

f (t, u, u′), one usually considers impulses in the position u and the velocity u′. However, in the motion of spacecraft one has
to consider instantaneous impulses depending on the position, that result in jump discontinuities in velocity, but with no
change in position [13]. The impulses only in the velocity occur also in impulsive mechanics [14].

Recently, some researchers studied the minimal period problem or homoclinic solution for some classes of Hamiltonian
systems and classical pendulumequations [15–21]. The existence andnonexistence of subharmonic solutions are considered
in those papers. In particular, in [15], using the variational methods and decomposition technique, Yu got some new
sufficient conditions for the existence of periodic solutions with minimal period pT for the following nonautonomous
Hamiltonian systems:

x′′
+ F ′

x(t, x) = 0.

✩ This work was supported by the National Natural Science Foundation of PR China (10871063) and Hunan Provincial Natural Science Foundation of
China (11JJ3012), and by the Innovation Fund Project For Graduate Students of Hunan Province (CX2010B208).
∗ Corresponding author.

E-mail addresses: luozg@hunnu.edu.cn (Z. Luo), xjazyh@163.com (J. Xiao), xyl6807@163.com (Y. Xu).

0362-546X/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.na.2011.10.023

http://dx.doi.org/10.1016/j.na.2011.10.023
http://www.elsevier.com/locate/na
http://www.elsevier.com/locate/na
mailto:luozg@hunnu.edu.cn
mailto:xjazyh@163.com
mailto:xyl6807@163.com
http://dx.doi.org/10.1016/j.na.2011.10.023


2250 Z. Luo et al. / Nonlinear Analysis 75 (2012) 2249–2255

In order to prove the main result (Theorem 2.1 in [15]), one sets

q =

2

A −


ω
p

2
3β‖x1‖L2(0,T )

. (1.1)

Since q is a factor of integer p, and q > 1, (1.1) may not hold. Hence, the proof of Theorem 2.1 in [15] may not be complete.
We give another way, in ourmain result Theorem 3.1, to solve the problem similarly. This method could also have been used
in [15].

To the best of our knowledge, there are no papers studying the minimal period problem for impulsive differential
equations. Because of the impulsive term, we cannot use the decomposition technique which is extensively used in the
non-impulsive cases. So the minimal period problem for impulsive differential equations becomes more complicated to
study. Nevertheless, for some special impulsive conditions we can work the problem out. This will allow us, in the future,
to deal with the subharmonic solutions for more extensive impulsive conditions.

In this paper, we consider the following second-order impulsive differential equations:
u′′(t) + f (t, u(t)) = 0, a.e. t ∈ J ′,
1u′(tk) = Ik(u(tk)), k ∈ Z0,

(1.2)

where f ∈ C(R × R, R), Z0 = Z+
∪ Z−, J ′ = R \ {tk|k ∈ Z0}, Ik ∈ C(R, R+

∪ {0}), 1u′(tk) = u′(t+k ) − u′(t−k ), u′(t±k ) =

limt→t±k
u′(t), 0 < t1 < · · · < tm < T , Ik+m = Ik, T ∈ R+, and tk = tm+k − T if k ∈ Z+, while tk = tm+k+1 − T if k ∈ Z−.

For any integer p ≥ 2, the norm in L2([0, pT ], R) is denoted by ‖ · ‖0. Consider the functional

ϕ(u) =

∫ pT

0

[
1
2
|u′(t)|2 − G(t, u)

]
dt +

−
k∈K

∫ u(tk)

0
Ik(t)dt,

where G(t, u) =
 u
0 f (t, ξ)dξ, K = {k ∈ Z0|tk ∈ (0, pT )}, defined on the Sobolev space

X = {u ∈ H1([0, pT ], R)|u(0) = u(pT )},

‖u‖ = ‖u‖0 + ‖u′
‖0.

Since each u ∈ X can be extended periodically to the whole line, we may not distinguish u and its extension.
As in [11], we need to introduce a different concept of solution. Suppose that u ∈ C[0, pT ] is such that it satisfies the

condition u(0) = u(pT ). Moreover assume that for every k = 1, 2, . . . ,m, uk = u|(tk,tk+1) is such that uk ∈ H2(tk, tk+1). We
say that u is a classical pT -periodic solution of (1.2) if it satisfies the equations in (1.2).

It is easy to see that ϕ ∈ C1(X, R). Moreover, the critical points of ϕ correspond to classical pT -periodic solutions of (1.2).
Actually, if u ∈ X is a critical point of ϕ, then we have

ϕ′(u)v =

∫ pT

0
u′(t)v′(t)dt −

∫ pT

0
f (t, u(t))v(t)dt +

−
k∈K

Ik(u(tk))v(tk)

= −

∫ pT

0
u′′(t)v(t)dt −

∫ pT

0
f (t, u(t))v(t)dt = 0 ∀v ∈ X .

For k ∈ {1, 2, . . . ,m}, choose v ∈ X with v(t) = 0 for every t ∈ [0, tk] ∪ [tk+1, pT ]. Then∫ tk+1

tk
u′′(t)v(t)dt +

∫ tk+1

tk
f (t, u(t))v(t)dt = 0,

which implies u′′(t) + f (t, u(t)) = 0 a.e. on (tk, tk+1). Hence uk ∈ H2(tk, tk+1) and u′′(t) + f (t, u(t)) = 0 a.e. on [0, pT ].
Now, multiplying by v ∈ X and integrating between 0 and pT , we get

m−
k=1

1u′(tk)v(tk) =

m−
k=1

Ik(u(tk))v(tk).

Hence, 1u′(tk) = Ik(u(tk)) for every k = 1, 2, . . . ,m.
However, one should caution that the solutions’ minimal periods may not be pT . Define ω =

2π
T , and ps as the smallest

prime factor of p.
The rest of the paper is organized as follows: In Section 2, we give several assumptions and important lemmas. The main

theorems are formulated and proved in Section 3. And in Section 4, we give an example to demonstrate the application of
our results.
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