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a b s t r a c t

Second-order necessary conditions and sufficient conditions for optimality in nonsmooth
vector optimization problems with inclusion constraints are established. We use
approximations as generalized derivatives and avoid even continuity assumptions.
Convexity conditions are not imposed explicitly. Not all approximations in use are required
to be bounded. The results improve or include several recent existing ones. Examples are
provided to show that our theorems are easily applied in situations where several known
results do not work.
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1. Introduction

Second-order optimality conditions are of great interest, since they refine first-order conditions with second-order
information which is much helpful to recognize optimal solutions as well as to design numerical algorithms for computing
them. In nonsmooth optimization, similarly as for first-order conditions, the major approach to second-order ones is
using generalized derivatives to replace Fréchet and Gateaux derivatives which do not exist. However, at our disposal
there are much fewer kinds of second-order derivatives than first-order ones. This paper is concerned with first and
second-order optimality conditions using approximations introduced in [1,2] as generalized derivatives. In [3,2] first-
order approximations were used together with regularity conditions to establish Karush–Kuhn–Tucker type first-order
conditions. Functions and mappings involved in the considered problems were assumed to be locally Lipschitz or to have
upper semicontinuous bounded-valued approximations. Second-order conditions using approximations were investigated
in [1] assuming that all approximations in use were compact. Possibly unbounded approximations were employed to
prove optimality conditions of both orders 1 and 2 in [4–8] for various vector optimization problems, including set-
valued optimization. Semicontinuity requirements were not imposed either. Instead, asymptotic pointwise compactness of
approximationswas assumed. This compactness is relatively relaxed, since in the finite dimensional case any approximation
is asymptotically compact (in finite dimensional spaces theword ‘‘pointwise’’ is omitted as pointwise convergence coincides
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with norm convergence). Second-order optimality conditions for the optimistic case of bilevel optimization problems were
developed in terms of approximations in [9], assuming also that the involved approximations were compact or bounded.

The aim of this note is to obtain second-order optimality conditions for the following vector problem under inclusion
constraints. Throughout this paper, let X, Y and Z , if not otherwise stated, be normed spaces and C ⊆ Y be a closed convex
cone. Let f : X → Y be a (single-valued) mapping and F : X → 2Z be a multifunction with closed convex values. Our
problem is

min f (x), s.t. 0 ∈ F(x). (P)

This problem seems to encompass most vector optimization problems, since the constraint is very general. If F(x) =

g(x)+K , where g is single-valued and K ⊆ Z is a convex cone, then the constraint is of the inequality form g(x) ∈ −K , which
has been repeatedly considered in the literature. A regularity condition and Karush–Kuhn–Tucker first-order optimality
conditions for problem (P)with Y = Rn and X, Z being Hilbert spaces were studied in [10], assuming that f and F are locally
Lipschitz, and the Clarke subdifferential was applied. [3] extended this result, using semicontinuous bounded-valued first-
order approximations. With Y = R, X = Rn and Z = Rm, [11] developed optimality conditions of order 2, using Clarke
generalized Hessians, under the assumptions that f and the support function of F are C1,1-functions. In [12] such optimality
conditions for this scalar problem was investigated using compact approximations. Inspired by the above-mentioned
papers we will investigate second-order optimality conditions for problem (P) under asymptotic pointwise compactness
assumptions, trying to unify results in [4–6,12,13,11,14,15]. Comparisons, especially by examples, will show advantages of
our results. Note that our optimality conditions are developed without even continuity and convexity assumptions.

The organization of the paper is as follows. In Section 2, we collect definitions and preliminary facts for our later use.
Second-order optimality conditions for the case, where the involvedmaps have Fréchet derivative of order 1, are established
in Section 3. Section 4 is devoted to the general nonsmooth case.

2. Preliminaries

Our notations are basically standard. N = {1, 2, . . . , n, . . .}. For a normed space X , X∗ stands for the topological dual
of X; ⟨., .⟩ is the canonical pairing. ‖.‖ is used for the norm in any normed space (from the context no confusion occurs).
BX (x, r) = {z ∈ X | ‖x − z‖ < r} and for BX (0, 1) we write simply BX . L(X, Y ) denotes the space of the bounded linear
mappings from X into Y and B(X, X, Y ) is that of the bounded bilinear mappings from X × X into Y . For a cone C ⊆ X ,
C∗

= {c∗
∈ X∗

| ⟨c∗, c⟩ ≥ 0, ∀c ∈ C} is the polar cone of C and C∗

1 = {c∗
∈ C∗

| ‖c∗
‖ = 1}. For A ⊆ X , int A, cl A, bd A

and co A stand for the interior, closure, boundary and convex hull of A, respectively. For t > 0 and k ∈ N, o(tk) designates
a moving point such that o(tk)/tk → 0 as t → 0+. C1,1 is used for the space of the Fréchet differentiable mappings whose
Fréchet derivative is locally Lipschitz.

Definition 2.1 ([2,1]). Let x0 ∈ X and h : X → Y .

(i) A set Ah(x0) ⊆ L(X, Y ) is called a first-order approximation of h at x0 if there exists a neighborhood U of x0 and positive
r with r‖x − x0‖−1

→ 0 as x → x0 such that, for all x ∈ U ,

h(x) − h(x0) ∈ Ah(x0)(x − x0) + rBX .

(ii) A pair (Ah(x0), Bh(x0)), with Ah(x0) ⊆ L(X, Y ) and Bh(x0) ⊆ B(X, X, Y ), is said to be a second-order approximation of h
at x0 if Ah(x0) is a first-order approximation of h at x0 and there is positive r with r‖x− x0‖−1

→ 0 as x → x0 such that,
for all x ∈ U ,

h(x) − h(x0) ∈ Ah(x0)(x − x0) + Bh(x0)(x − x0, x − x0) + r2BX .

Remark 2.2. (i) If h has second Fréchet derivative h′′(x0), then (h′(x0), 1
2h

′′(x0)) is a second-order approximation of h.
(ii) (See [2,1]) If h : Rn

→ Rm is locally Lipschitz at x0, then the Clarke Jacobian (see [16]) ∂Ch(x0) is a first-order
approximation of h at x0. If furthermore h is in C1,1 at x0, then (h′(x0), 1

2∂
2
Cg(x0)) is a second-order approximation

of h at x0, where ∂2
Ch(x0) is the Clarke Hessian of h at x0 (see [13]).

(iii) (See [4]) If h : Rn
→ Rm is continuous and has a pseudo Jacobian mapping ∂h(.) (see [17]) which is upper

semicontinuous at x0, then co∂h(x0) is a first-order approximation of h at x0. If h is continuously Fréchet differentiable
in a neighborhood of x0 and has a pseudo Hessian mapping ∂2h(.) (see [18]) which is upper semicontinuous at x0, then
(h′(x0), 1

2 co∂2h(x0)) is a second-order approximation of h at x0.

So approximations are very general derivatives. Furthermore, eachmap has a trivial approximation at any point being the
whole space. But even discontinuousmapsmay have nontrivial approximations. Simply think of function f : R → R defined
by f (x) = x−1 for nonzero x and f (0) = 0,which has an infinite discontinuity at zero but admits second-order approximation
at zero ((α, ∞), {0}), for any positiveα. However, we do not have uniqueness for approximations. In particular, any superset
of an approximation is also an approximation.

Later, if Pn and P are in L(X, Y ) and Pn converges pointwise to P , thenwewrite Pn
p

→ P or P = p- lim Pn. A similar notation
is adopted forMn,M ∈ B(X, X, Y ).
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