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a  b  s  t  r  a  c  t

To  overcome  the  problem  of  virtual  machine  (VM)  scheduling  in  cloud  computing,  a novel  adaptive  VM
resource  scheduling  algorithm  based  on  auction  mechanism  is  presented  by  considering  multiple  factors
including  network  bandwidth  and  auction  deadline.  First,  the  sequencing  of  the clients’  bids is conducted
in  the  given  competition  deadline.  Second,  the  client  group  is  screened  and  corresponding  VM  resource  is
configured  according  to  the  minimum  costs  of  the  cloud  service  providers.  Finally,  the final  payment  price
can  be  figured  by  considering  the  levels  of  average  payments  and  competitive  payments,  so  that  the  tasks
clients  request  can  be completed  with  the given  VM  resource.  The  simulation  experimental  results  show
that the  proposed  algorithm  can  effectively  enhance  the  quality  of service  of  the cloud  environment,  the
profits  of  cloud  service  providers  and  the  resource  utilization  rate  of  VM.

© 2016  Elsevier  GmbH.  All  rights  reserved.

1. Introduction

Cloud computing [1–3] is the integration product between the
traditional computing model such as distributed computing, vir-
tualization and the developing network technology. Based on the
above computing model, the computing, storage, platform and ser-
vice resource pools can be realized, which are abstract, dynamic
extending and manageable. Moreover, the resource pools can be
provided to external clients on demand via Internet.

Virtual machine (VM) is one of the most typical resources in
cloud computing. The resource scheduling and allocation not only
are related to quality of service (QoS) [4–6], but also can affect the
profits of the cloud service provider directly. At present, resource
scheduling has become the hot issue in the field of cloud computing,
and a series of resource scheduling algorithms [7–21] have been
presented by the scholars both at home and abroad.

Commonly, the scheduling issue boils down to certain math-
ematical problem first. Then, the corresponding mathematical
model can be constructed. Finally, the solution to the related
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model is figured out. Traditional cloud computing algorithms
include first-in-first-out (FIFO) scheduling algorithm, greedy algo-
rithm, fair scheduling [7,8] algorithm, and so on. However, these
algorithms belong to the static type, thus there is no adap-
tive and dynamic adjustment mechanism. Unfortunately, the
cloud computing resources are usually dynamically allocated and
released, therefore, traditional algorithms cannot satisfy the prac-
tical requirements of the cloud computing resource scheduling,
and the resources are wasted seriously. There is a great deal of
research that shows that resource scheduling is not only a multi-
constrained multi-objective optimizing issue in essence, but also
a NP problem. To this end, many artificial intelligence algorithms
are introduced into the solution to the cloud computing resource
scheduling, such as genetic algorithm (GA), particle swarm opti-
mization [9], clone selection algorithm, shuffled frog leaping (SFL)
[10] algorithm, and so on. Due to the high efficiency of the newly
proposed algorithms, they have been the mainstreamed research
basis. Ref. [11] integrated GA into the scheduling model, and the
original fitness function was improved via QoS, but the result easily
trapped in a local optimum. Yang et al. [12] proposed a novel heuris-
tic optimizing algorithm called bat algorithm (BA) in 2010, and a
variety of improved versions were devised to deal with the resource
scheduling of cloud computing. Similarly, SFL model and its mod-
ifications were also utilized to conduct the resource scheduling.
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Ref. [13] proposed a resource evaluation model based on entropy
optimization and dynamic weighting. He et al. [14] presented a
management model called elastic application container (EAC) to
deal with the lightweight resource scheduling. In Ref. [15], an algo-
rithm was devised to estimate the quantity of VM resources the
service provider offers according to the demands of the clients
require. Gong et al. [16] evaluated the VM resource demands based
on the theories of both the signal and statistics. In Ref. [17], the
differential calculation method was used to simulate the opti-
mal  dynamic VM resource sets. Experimental results demonstrated
that the performance of the algorithm is good, but its computa-
tional costs were high. Different from most ones, Refs. [18–21] all
involved the cloud resource distributing algorithms based on the
auction mechanism. However, the algorithm in [18] needs the step
of prior prediction on the workloads. In Ref. [19], we  didn’t have
to conduct the prior prediction, but we paid for it with high com-
putational complexities. By combining the superiorities of [18,19],
Refs. [20,21] took many factors such as VM resources and network
bandwidth into consideration, and improved the traditional auc-
tion mechanism a lot. However, due to the ignorance of the factor
of competition deadline, the wasting of VM resources may  appear
to some extent.

Based on the background mentioned above, this paper proposes
an adaptive VM resource scheduling algorithm which considers
both auction mechanism and many factors such as network band-
width and auction deadline. This algorithm consists of two phases.
The one is the cloud property evaluation and VM configuration,
and the other one is the client auction payment mechanism. The
former is responsible for the sequencing of the clients’ bids in the
given competition deadline, so that the potential client group can
be determined. The latter can realize the payment for the network
resources and figure out the final payment price of the clients. The
simulations of the algorithms involved in this paper are conducted
on the CloudSim platform, and the experimental results demon-
strate that the proposed algorithm can effectively enhance QoS of
the cloud environment, the profits of the cloud service providers
and the resource utilization rate of VM.

The rest of the paper is organized as follows. In Section 2, we give
the traditional cloud computing model and four dynamic resource
description indexes. The auction mechanism based VM resource
scheduling algorithm and its concrete steps are given in Section 3. In
Section 4, experimental results and related analysis are described.
Finally, Section 5 draws a conclusion for this paper.

2. Traditional cloud computing model

Cloud computing can provide large batches of task requests for
a large number of clients simultaneously. Once receiving the ser-
vice requests, cloud service providers will distribute corresponding
computing resources based on different requests from the clients
or the dispenses of the cloud computing resources the clients pay
for. The traditional cloud computing model is shown in Fig. 1.

The cloud computing resource especially the VM resource per-
formance is an important index in the cloud computing service,
which could measure the service probability and the level of service
ability of the cloud service providers. Usually, VM resource perfor-
mance evaluation is mainly based on the information of the VM
resource available. The description of the current used and avail-
able VM resources can be realized by the evaluation of VM resource
availability, which is beneficial for resource scheduling, distribution
and transferring.

In order to efficiently describe the information of dynamic
resources in the cloud computing, four dynamic resource descrip-
tion indexes are proposed in this paper, including request index
(RI), dealing index (DI), loading index (LI) and cost index (CI).

Fig. 1. Traditional cloud computing model.

Suppose the VM resource set denoted by S = {S1, S2, . . .,  Sn}, and
n is the number of VM resources.

(1) RI:  RI is the service request quantity the cloud service providers
receive in unit time. The larger the RI value is, the more resource
quantity of the cloud service providers the clients request. If the
service request the VM resource Si(1 ≤ i ≤ N) receives in unit
time is RIi(1 ≤ i ≤ N), then the RI of the set S is:

RI =
n∑

i=1

RIi (1)

(2) DI:  DI is the service request quantity VM resources accomplish
in unit time. The value of DI reflects the dealing ability to the
clients’ requests of the cloud service resources. The larger DI
is, the higher the dealing ability is. If the service request quan-
tity the VM resource Si(1 ≤ i ≤ N) accomplishes in unit time is
DIi(1 ≤ i ≤ N), then the DI of the set S is:

DI =
n∑

i=1

DIi (2)

(3) LI: LI is the ratio between the average time required to complete
a client’s service for the VM resource and the clients’ adjacent
service request interval time. Similar to the above two  indexes,
the value of LI is proportional to the loading of the cloud ser-
vice resources. With regard to the VM resource Si(1 ≤ i ≤ N),
if the average time required to complete a client’s service is
ti(1 ≤ i ≤ N) and the clients’ adjacent service request interval
time is td, then the LI is:

LI = ti

td
(3)

(4) CI:  CI is used to weigh the cost required to maintain the normal
running of the VM resource. If the running maintenance cost of
the VM resource Si(1 ≤ i ≤ N) is CiR and the idle maintenance cost
of the VM resource Si(1 ≤ i ≤ N) is CiI, then the total maintenance
CI of the cloud service provider is in the following range:

CI =
[

n∑
i=1

CiI ,

n∑
i=1

CiR

]
(4)
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