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a  b  s  t  r  a  c  t

To  identify  the difference  between  dynamic  and  static  simulator  modes,  a novel data  analyzing  method
was  presented  in  this  paper  using  flight  data  sampled  from  manual  flight  task. The  proposed  method  com-
bined  diffusion  maps  and  kernel  fuzzy  c-means  algorithm  (KFCM)  to  identify  types  of  flight  data.  Hybrid
bacterial  foraging  (BF)  and particle  swarm  optimization  (PSO)  algorithm  (BF-PSO)  was  also  introduced  to
optimize  unknown  parameters  of the KFCM.  This  algorithm  increased  the  possibility  to  find  the  optimal
values  avoided  being  trapped  in  local  minima.  The  clustering  accuracy  of  the  proposed  method  applied  in
flight  dataset  demonstrated  this  method  had the  ability  to recognize  the  types  of flight  state.  The  results
of  the  paper  indicated  that  the  pilots  movement  sensing  influenced  pilot  performance  under  the  manual
departure  task.

© 2016  Elsevier  GmbH.  All  rights  reserved.

1. Introduction

The goal of flight simulator is to offer pilots actual sensing which
will aid in pilot training and aircraft designing. The fidelity of sim-
ulator is an essential part to make sure the training or designing is
reliable.

The first flight simulator in the world was invented in 1932 [1].
As the technique of industry developed, many kinds of flight simu-
lators have been used [2]. In 1979, Caro described the interaction of
simulator motion and pilot sensing system [3]. After that, the sim-
ulator has changed to consider more about the reality of motion
feelings. In 2005, Brki-Cohen proved that simulator motion cues
had little effect on initial training of pilots by experiment [4]. He
introduced a simulator with fixed cockpit and dynamic seat [5]. Gu
also designed a low-cost flight simulator [6] for pilot training. On
contrary, there were some researches emphasized that the simula-
tor motion is necessary for a reliable simulation. Groen explored the
perception model in moving simulator in 2007 [7]. Hess proposed
a pilot model with motion sensing system to evaluate simulator
fidelity in 2009 [8]. And the motion-visual phase-error of a dynamic
simulator was calculated by Grant [9].
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By the above literature review, researches were rarely done to
find relationship between simulator motion and pilot perception
using flight data. Clustering methods had not been reported to deal
with simulator fidelity. And then, this paper focused on the novel
classification method based on hybrid diffusion maps and KFCM
using simulator flight data.

Diffusion maps (DMs) is proposed by Coifman and Lafon [10].
The basic part of diffusion maps is its metric which represents
the probability that one spot transfers from one place to another.
This probability follows a Markov chain which is updated as the
diffusion time extends. Unlike the physical distance, the diffusion
metric reflects not only physical distance but also the density of
the dataset. Therefore small random perturbation from the dataset
barely influences diffusion metric [11]. Diffusion maps help us
explore properties of the integrated dataset. It maximizes the
eigenvector approximation, meanwhile minimizes the distortion
in the embedding space. This technique has been used success-
fully in several applications. Xu used this technique to analyze high
dimensional gene expression data in 2010 [12]. Ferguson extracted
fewer variables to study molecular simulation trajectories using it
in 2011 [13]. At the same time, Farbman made use of diffusion dis-
tance to replace Euclidean distance in edge-aware operations [14].
The correlations among the variables of data are generally nonlin-
ear, so the diffusion maps also provide a nonlinear reduction to
discuss high-dimensional data, while the reduction from Principal
Component Analysis (PCA) is often unsuitable [10].
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Fig. 1. The process of the hybrid cluster algorithm.

KFCM is a widely used clustering method. It is robust to
noise, outliers and incomplete data [11]. And it suits to ana-
lyze unequal-size classes. Different from FCM, the KFCM is based
on non-Euclidean distance by using kernel function. The kernel
approach does not decide whether a data point belongs to a sub-
set at the very first, but transforms the centroids and data points
from the original space into a high-dimensional space with a kernel
function. In this transformed space the nonlinear pattern from the
original space is represented by linear one.

This paper aimed to find a reliable method to identify the differ-
ence between two simulator modes, dynamic and static. To identify
pilot performances under two modes, signal features from manual-
task flight data were extracted first. On the basis of suitable feature
extraction, a novel classification method was also proposed to
recognize the two modes of simulator. To identify the unknown
parameters of KFCM, a novel hybrid BF and PSO algorithm was
also used. This hybrid algorithm avoided from being trapped in
local minima, and cost less time than some other optimizing algo-
rithms.

This paper is organized as follows: Section 2 presented a
methodology based on diffusion maps and kernel FCM. Section 3
proposed a hybrid BF and PSO algorithm to optimize the unknown
parameters of KFCM. Section 4 analyzed flight signals for feature
extraction. The experiments and discussion were presented in Sec-
tion 5. Finally, the conclusions were arranged in Section 6.

2. Classifier based on improved diffusion maps

The procedure of flight state clustering method which is based
on diffusion maps and KFCM is shown in Fig. 1. It can be summarized
by the following steps:

Step 1 Feature extraction.
Step 2 Calculation of diffusion distances. Using diffusion maps,

the complicated and high-dimensional features turned into
low-dimensional and easy to cluster.

Step 3 Kernel FCM is used to cluster the set.
Step 4 If the object-function is not minimal, go to Step 5; else, go

to the end.

Step 5 Optimization of KFCM parameters using hybrid BF-PSO
algorithm. Then, go to Step 3.

Step 6 The end.

2.1. Diffusion maps

Diffusion distance is a helpful metric which could describe
the connectivity of points and reflect the density information of
the dataset. It supplies coordinates on the dataset that could be
used to identify the points. There are three important parts, such
as eigenmaps, dimensional reduction and Markov chain which is
determined by the dataset distribution, constitute the diffusion
framework. This framework was proposed in [15] as:

Let G = (�, W)  be a finite set with n points. W = {w(x, y)}x,y ∈ � is
a symmetric and points positive matrix. The connection between
any two points, x and y, could be measured as weight w(x, y).
This weight is usually calculated using Gaussian kernel w =
exp(−‖x − y‖2)/�.

In next step, a Markov chain is made according to pt(x, y) =
w(x,y)

d(x) , whered(x) =
∑

z  ∈ �w(x, z) is the degree of node x. pt(x, y)
means the possibility of travelling from x to y in time t. The param-
eter t indicates the power of influence from neighbors. If every two
nodes in the dataset are connected [16]:

lim
t→+∞

pt(x, y) = �0(y)

where �0(y) = d(y)∑
z ∈  �

d(z)
. The quantity of �0(y) connects to the

degree of x, which reflects the density in the graph.
The diffusion distance was defined in [17]:

D2
t (x, z) =

∥∥pt(x, .) − pt(z, .)
∥∥2

1/�0
=

∑
y ∈ �

(pt(x, y) − pt(z, y))2

�0(y)
(1)

This novel distance reflects intrinsic properties of the set.
Because diffusion distance contains influences from neighbors, it
is (unlike Euclidean distance, etc.) robust to noise.

The diffusion maps �t : � �→ Eq(t) makes the original space �
map  to a lower-dimensional space. In this space, traditional dif-
fusion maps chose the Euclidean distance to represent diffusion
distance in �t. This distance is the property we  want to preserve
during high-dimensional dataset reduction.

2.2. Kernel FCM

Clustering aims gathering data into subsets. This technique
makes sure that the data in one subset have maximum similarities
while the data in different subsets have rarely similarity [18–20].

Traditional FCM [21] divides a dataset into c fuzzy
subsets. Following the division, the objective function

Q =
∑c

i=1

∑n
j=1um

ij

∥∥xj − oi

∥∥2
could be minimized. Here, n is

the data number. ‖∗‖ means to calculate the distance. uij is the
probability of xj belonging to group i, and obeys the constraint∑c

i=1uij = 1. oi is the centroids of subset i. m which controls the
clustering fuzziness usually is set as 2.

As an improvement of classical FCM, the KFCM transforms the
initial data space into a much higher dimensional space (a Hilbert
space) using kernel functions. In the new space, clusters could
be more obvious to be classified. Because in this space, relations
between data points are more obvious [22–24]. This clustering
method makes the probability uij be more robust.

3. The parameters optimization of KFCM

In KFCM, cluster centroids are selected randomly. How to
place cluster centroids efficiently is a challenge. To conquer this,
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