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a  b  s  t  r  a  c  t

In  order  to improve  the accuracy  of  face  recognition  and  solve  the  problem  of  various  poses  and  illu-
minations,  we  proposed  an  improved  minimum  squared  error  (IMSE)  classification  algorithm.  Firstly,
the mirror  faces  of the  original  training  faces  are  generated  through  row  preserved  and  columns  flipped
in  the  left/right  direction.  Secondly,  the  minimum  squared  error  (MSE)  algorithm  is  performed  on both
original  faces  and  the  mirror  faces.  Thirdly,  the  predicted  errors  of the  test  sample  and  standard  class
labels  are  obtained.  In addition,  the residual  between  the  predicted  labels  of  the  test  sample  and  each
training  sample  can  also  be  calculated.  At  last,  the  correct  class  can  be determined  by  fusing  the  predicted
errors  and  residuals.  We  also promoted  the  IMSE  algorithm  to the kernel MSE  algorithm  and  proposed
an  improved  kernel  minimum  squared  error  (IKMSE)  algorithm  for face  recognition.  The  experimen-
tal  results  show  our proposed  IMSE  and  IKMSE  algorithm  are  more  robust  than  the  conventional  MSE
and  KMSE  algorithm,  respectively.  In addition,  our proposed  algorithms  improve  the accuracy  of  face
recognition  effectively.

© 2015  Elsevier  GmbH.  All  rights  reserved.

1. Introduction

Face recognition as a biological identification technology has
attracted much attention and is widely applied in the field of public
security system, banking system, electronic commerce and military
security [1–4]. In the last decades, many face recognition algo-
rithms have been proposed, such as Eigenface [5], Fisherface [6]
and Laplacianface [7]. The conventional Eigenface and Fisherface
classification algorithms need to convert the face matrix into vec-
tor firstly for face recognition; it will lose the structure information
of face and is easily affected by the small-sample-size problem. In
order to solve the problems above, the two-dimensional princi-
pal component analysis (2DPCA) [8,9] and two-dimensional linear
discriminant analysis (2DLDA) [10] which can extract the features
from matrix directly have been proposed.

The minimum square error (MSE) has good properties and
is widely applied in the field of pattern recognition and linear
regression [11,12]. The conventional MSE  (CMSE) face classifica-
tion algorithm focus on using the minimum square error method
to obtain a mapping that can best transform all training samples
into the corresponding class labels. For multi-class classification
under conditions of high-dimensional and under-sampled data,
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reference [13] proved that the CMSE classification algorithm is
equivalent to the linear discriminant analysis classification algo-
rithm. In recent years, many improved MSE  algorithms have been
proposed. Xu et al. proposed an improved MSE  algorithm by fusing
the predicted class labels of the training sample and test sam-
ple for face recognition [14]. The kernel MSE  (KMSE) classification
algorithm is the well-known improved MSE  algorithm, which can
convert the nonlinearly separable problem to the linearly separable
problem and thus obtain better performance than CMSE algorithm
[15]. However, if a training set has a large number of samples, the
KMSE algorithm will be inefficient for face recognition. In order
to improve the efficiency of conventional kernel minimum square
error (CKMSE) algorithm, certain fast KMSE algorithms based on
selecting the important features which have much contribution
have been proposed [16,17]. The representation-based classifica-
tion (RBC) method can be viewed as another improved form of
CMSE algorithm for face recognition [18–21]. Different with the
CMSE algorithm, RBC method takes the training samples and test
sample as the input and output of the representation equation,
respectively. Similar to CMSE method, RBC method also uses the
minimum squared error method to obtain a mapping that can best
transform the training samples into the test sample. The sparse rep-
resentation classification (SRC) method, collaborative representa-
tion classification (CRC) method and linear regression classification
(LRC) method are the typical RBC method for face recognition. The
conventional SRC algorithm and CRC algorithm obtain the mapping
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or representation coefficient by calculating the minimum repre-
sentation error between all training samples and the test sample
with l1-norm constraint and l2-norm constraint, respectively [22].
The LRC method can be viewed as the subspace form of the CRC
method. If there are c classes, it needs to solve c representation
equations using minimum squared error method [18]. Based on the
CRC method, literature [23] proposed an improved CRC algorithm
that is able to reduce the problem of noise for face recognition.
Yang et.al proposed a Gabor-feature-based SRC algorithm that can
reduce the influence of block occlusion and disguise [24].

The problem of face with various poses, expressions, illumi-
nations and limited training samples are the main challenges for
practical application of face recognition [25,26]. Some researchers
used near-infrared image [27] and thermal infrared image [28]
to eliminate the influence of various illuminations. In the real-
world application, the training set usually does not contain too
many training samples to sufficiently express various face poses,
and sometimes it only has one sample per person, which lead to
a bad performance by using the traditional classification methods
[29–31]. Some researchers addressed on using the virtual face to
improve the recognition accuracy with the problems above. Xu
et al. proposed a virtual frontal-face-generated method based on
the symmetry of face to enlarge the number of training sample
that can improve the accuracy under various poses [32]. Chai et.al
proposed a locally linear regression method that can convert non-
frontal face images to the frontal view, pose-invariant face images
[33]. Sharma et.al presented a method to obtain multiple virtual
views of a person under different poses and illuminations from a
single 2D face image for face recognition [34]. Literature [35] first
used the mirror image of the original face image for face recog-
nition. The mirror image holds good properties. For example, the
mirror face and the original face have opposite illumination and
pose information. Using the mirror face not only enlarges the num-
ber of training sample but also expresses possible face poses and
illuminations. The mirror face is easy to be generated and can sig-
nificantly improve the classification accuracy.

In this study, considering the good properties of the mirror
face, we propose an improved MSE  (IMSE) algorithm by using both
original face images and the mirror images for face recognition.
Moreover, our method is also promoted to the kernel MSE  algo-
rithm for face recognition. Both original training images and the
mirror images are simultaneously used to learn the mapping matrix
of MSE  algorithm and KMSE algorithm. The experiments which are
performed on FERET, Yale B and GT face databases show that our
proposed algorithms can improve the face recognition rate effec-
tively, especially under variable poses, illuminations and limited
training samples.

2. The conventional MSE-based classification algorithm

2.1. The conventional MSE  classification algorithm

The CMSE algorithm focuses on obtaining a mapping which can
best transform the input into the output [14]. In the CMSE classi-
fication algorithm, the training sample and its corresponding class
label are taken as the input and output, respectively.

Suppose there are c subjects and each subject contains n training
images. Let a row vector xi,j ∈ R

1×p denotes the jth training sam-
ple of ith class. xi,j is formed by stacking the image columns. A row
vector gi ∈ R

1×c is used to represent the class label of the ith class,
and the ith element of class label gi is set as 1 and rest elements
of gi are set as 0. It means, for the first class and last class, g1 =
[1, 0, . . .,  0] ∈ R

1×c and gc = [0, 0, . . .,  1] ∈ R
1×c , respectively. The

CMSE algorithm uses a linear transformation to transform each
training sample into its corresponding class label. That is

XA = G (1)

where,

X =

⎡
⎢⎢⎢⎢⎣

x1,1

x1,2

...

xc,n

⎤
⎥⎥⎥⎥⎦ , G =

⎡
⎢⎢⎢⎢⎣

g1

g1

...

gc

⎤
⎥⎥⎥⎥⎦

A ∈ R
p×c denotes the linear transformation matrix. G ∈ R

N×c is
the class label matrix. N = cn is the total number of training sam-
ples. In order to obtain the transformation matrix A, Eq. (1) can be
converted to the following equation:

XT XA = XT G (2)

Then we can obtain the transformation matrix A.

Â = (XT X + �I)
−1

XT G (3)

where, � is a small positive constant. I is an identity matrix. The
predicted class label of a test sample s can be calculated by the
following equation:

gs = sÂ (4)

Then the predicted error between the predicted labels of test
sample and each standard class label can be calculated

ei =
∥∥gs − gi

∥∥
2
, i = 1, 2, . . .,  c (5)

At last, the test sample s is assigned to the kth class which has the
minimum predicted error with the test sample. It can be expressed
as:

k = argmin
i

ei, i = 1, 2, . . .,  c (6)

2.2. The conventional kernel MSE classification algorithm

The kernel MSE  (KMSE) algorithm, as an improvement algo-
rithm of MSE, can deal with nonlinearly separable problems well
and is widely applied to the field of pattern recognition [36]

The conventional KMSE (CKMSE) algorithm uses a nonlinear
funtion ϕ to transform the original nonlinearly separable samples
into a higher dimensional space, which can make the samples from
different classes to be separated linearly.

In the new higher dimensional space, the training samples can
also be mapped into the corresponding class labels by the following
equation:

�W = G (7)

where,

� =

⎡
⎢⎢⎢⎢⎣

1 ϕ(x1,1)

1  ϕ(x1,2)

...
...

1 ϕ(xc,n)

⎤
⎥⎥⎥⎥⎦ , W =

[
w0

w

]
=

⎡
⎢⎢⎢⎢⎣

w0

w1,1

...

wc,n

⎤
⎥⎥⎥⎥⎦ , G =

⎡
⎢⎢⎢⎢⎣

g1

g1

...

gc

⎤
⎥⎥⎥⎥⎦ .

It should be noted that the two  training matrices of the CMSE
algorithm and CKMSE algorithm are different. The purpose of
adding the element of 1 to each training sample on the left side
is to prevent the mapping result to pass the origin point.

According to the theory of reproducing kernel [37], w can be
expressed as

w =
c∑

i=1

n∑
j=1

˛i,jϕ
T (xi,j) (8)
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