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a  b  s  t  r  a  c  t

We  propose  a novel  object  tracking  framework  based  on  online  learning  scheme  that  can  work  robustly
in  challenging  scenarios.  Firstly,  a  learning-based  particle  filter  is proposed  with color  and  edge-based
features.  We train  a  support  vector  machine  (SVM)  classifier  with  object  and  background  information
and  map  the  outputs  into  probabilities,  then  the  weight  of particles  in  a particle  filter  can  be calcu-
lated  by  the  probabilistic  outputs  to estimate  the  state  of  the  object.  Secondly,  the tracking  loop  starts
with  Lucas–Kanade  (LK)  affine  template  matching  and  follows  by learning-based  particle  filter  tracking.
Lucas–Kanade  method  estimates  errors and updates  object  template  in  the  positive  samples  dataset,  and
learning-based  particle  filter  tracker  will  start  if the  LK  tracker  loses  the  object.  Finally,  SVM  classifier
evaluates  every  tracked  appearance  to update  the  training  set or restart  the  tracking  loop  if necessary.
Experimental  results  show  that our  method  is  robust  to challenging  light, scale  and  pose  changing,  and
test on  eButton  image  sequence  also  achieves  satisfactory  tracking  performance.

© 2015  Elsevier  GmbH.  All  rights  reserved.

1. Introduction

Visible light systems are widely employed in vision-based appli-
cations because of the low cost. In general, visual object tracking
is the process of location estimation for one or multiple objects in
videos. It is required by many applications such as visual navigation,
human-computer interfaces, video communication, compression
and surveillance. Key requirements imposed on a robust tracker
can be given as following: (1) being able to track arbitrary targets
and tracking accurately through challenging conditions, (2) track-
ing in real-time and capturing of the object when it reappears in the
camera’s field of view. So, it is a great challenge to design robust
features and tracking methods which can cope with variations in
natural scenes, such as changes in illumination, shape, viewpoint
or partial occlusion of the target.

In the past decades, various features like points, articulated
models, contours, or optical flow [1,2] are used, and many tracking
methods based on image patch or color histograms are proposed
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[1]. In [3], in which color and local binary pattern (LBP) histograms
are used to build the objects model, these features result in a sys-
tem less sensitive to illumination changes and partial occlusion. But
these generative model trackers often fail in cluttered background.
Recently, particle filter [4] has been successfully applied to solve
non-linear and non-Gaussian tracking problems, and some novel
particle filter have been proposed in [7,20]. Besides these achieve-
ments, it is still a challenge on how to build an adaptive model of
the target’s appearance which can be generalized to possible future
appearances. Several research groups have carried out investiga-
tion on this open question and some methods have been proposed.
Han et al. [6] introduced a mean-shift based sequential kernel den-
sity approximation technique to update a target appearance model
online. However, the addition and deletion of a Gaussian compo-
nent highly depend on the pre-defined threshold values.

So, for handling appearance changes and coping with back-
ground clutter [15], a learning scheme with a classifier that
represents the decision boundary between the object and its back-
ground may  be the best choice. Avidan et al. [5] presented an
algorithm to adapt the constituent parts and combined an ensemble
of classifiers itself to new appearances. Lei et al. [7] tried to adapt an
off-line learning ensemble classifier of a particular tracked object
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for the changing appearance. Despite their success, these methods
are limited by the fact that they cannot accommodate very large
changes in appearance.

In recent years, many discriminative trackers [9–12] that are
capable to track, learn and detect have been proposed. Grabner et al.
[8] demonstrated a semi-supervised on-line learning scheme to
tackle the problem of uncertain class assignments of training exam-
ples. Babenko et al. [13] suggested a Multiple Instance Learning
(MIL) approach for object detection. However, if the tracked loca-
tion is not precise, the appearance model ends up getting updated
with a sub-optimal positive example. Over time this can degrade
the model, and can cause drift. Kalal et al. [15] formulated track-
ing as an online learning problem. Combining with a prior classifier,
this method takes all incoming samples as unlabeled and uses them
to update the tracker. But it throws away global features of the
object. It also suffers from drift and fails if the object leaves the
scene for longer than expected.

To deal with the problems discussed above, we present an
approach in which template tracking and learning-based parti-
cle filtering detection are independent processes that exchange
information by learning mechanisms. Firstly, we  build the joint
color-texture histogram to represent an object reference model,
and propose a learning-based particle filter, using the probabilistic
output of the SVM classifier to approximate the weight of the par-
ticles. Secondly, the classifier of initial target appearance model is
quickly learned from the first frame and it will be used to detect
the probability distribution of the object by learning-based particle
filter in the following frames. Thirdly, to update the object model
online and overcome the position drifting problem, we combine
template matching and learning-based particle filtering tracking
techniques, they work together and supplement each other, and
the switching scheme will be discussed in detail in the following
sections.

The rest of the paper is organized as follows. Section 2 gives
an overview of particle filter based visual tracking system. Section
3 introduces our learning-based object model and describes how
it is adapted. Section 4 proposes learning-based tracking frame-
work. Section 5 presents a number of comparative experiments and
analysis, which is followed concluding remarks and future work in
Section 6.

2. The scheme of classic particle filtering algorithm

Over past few years, condensation algorithm, also known as par-
ticle filter, have proved to be a powerful tool for image tracking
[3–5]. In [4], an important advantage of particle filtering frame-
works has been proposed and the strength of these methods lies in
their simplicity, flexibility, and systematic treatment of nonlinear-
ity and non-Gaussianity.

The main idea of the particle filter algorithm is that post proba-
bility distribution of the tracked object over state X = (x, y, w, h)T

can be approximated by a set of weighted particles St = {sj
t}, j ∈

{1· · ·J}, where (x,j) specifies the center of the tracked object’s posi-
tion in the image, and (w, h) are the dimensions of the target
rectangle. Each particle sj

t = (xj
t, �j

t) consists of its state vector xj
t

and an importance weight �j
t . The set of particles is updated from

one frame to the next by the following recursive procedure:
Firstly, a new sample set St is drawn with replacement from the

previous set St–1, where a sample si
t−1 from the old set is chosen

with probability proportional to its weight �i
t−1. Secondly, for each

sample xj
t , a new state is determined by updating the importance

weights �j
t with the likelihood of the observation

�j
t = p(Zt |Xt = xj

t, Z0, Z1· · ·Zt−1) (1)

where the likelihood depends on all frames Z0, Z1 · · · Zt−1, because
the observation model is adapted over time. The sample set is prop-
agated through a dynamic model given by

st = A · st−1 + wt−1 (2)

where A defines the deterministic component of the model and
wt−1 is a multivariate Gaussian variable. In our application, we use
a first order model for A describing a region moving with constant
velocities vx, vy.

The state of a target is estimated by the weighted average over
states of the particles,

(x̄, ȳ, w̄, h̄)
T =

∑J

j=1
�j

t · (xj
t, yj

t, wj
t, hj

t)
T

(3)

So, we  need to compute the likelihood p(Zt |Xt = xj
t, Z0, Z1· · ·Zt−1)

to get the weight of the particles. Using color features, the tar-
get is tracked by comparing its histogram with the histograms of
the sample set using Bhattacharyya distance, for discrete densities
of color histograms p =

{
p(u)

}
u = 1. . .m and q =

{
q(u)

}
u = 1. . .m,

the Bhattacharyya distance is defined as

�[p, q] =
m∑

u=1

√
p(u)q(u) (4)

The larger �is, the more similar the distributions are. According
to [2], particle filters may  perform poorly when the posterior is
multimodal as the result of ambiguities or multiple targets. To keep
up with the changes in real-world scenarios, it is best not to rely on
a fixed target model, but to adapt the model over time. In this way,
spatial target properties can be updated.

3. Learning-based particle filter for object tracking

3.1. Analysis of target appearance model

As discussed above, illumination conditions, visual angle, as well
as the camera parameters can influence the tracking result of par-
ticle filter. We  do some statistical research on the TLD dataset of
10 video sequences [15], among these videos, the ‘David’ video has
been used in several recent published papers, since it could present
challenging lighting, scale and pose changes. Fig. 1 shows snapshots
from ‘David’ and Fig. 2 lists RGB and LBP histograms of object. Color
histogram is calculated in RGB space for each color channel (R, G
and B) [4]. LBP is a texture operator with a low computational com-
plexity that describes an object’s local structure [6,7]. The object
in this sequence is manually annotated with bounding boxes. In
Fig. 2(a) and (c), olor and texture histograms of the object in the
bounding boxes are various over time. In Fig. 2(b) and (d), Bhat-
tacharyya distance between the initial object histogram and other
image frames decreases sharply.

Hence, we  get the following conclusions: to cope with appear-
ance variations of the target object during tracking, the model of the
object should be adaptive over time. However, perfect target mod-
els cannot be build off line [13,14], since the appearance of object
is not known in advance. So, we can build a binary classifier that
represents the decision boundary between the object and its back-
ground to substitute Bhattacharyya distance, and we update the
target model by retraining the classifier which is able to incremen-
tally adjust to the changes in the specific tracking environment.

3.2. Learning-based particle filter

In our case, we will propose a leaning-based particle filter.
Instead of Bhattacharyya distance, we determine weight value for
each particle by a binary classifier. Support vector machines (SVMs,
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