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a  b  s  t  r  a  c  t

The  model-to-image  registration  problem  is  a problem  of  determining  the position  and  orientation  (the
pose)  of  a three-dimensional  object  with  respect  to  a camera  coordinate  system.  When  there  is  no  addi-
tional  information  available  to constrain  the pose  of the object  and  to constrain  the  correspondence  of
object  features  to  image  features,  the  problem  is also known  as simultaneous  pose  and  correspondence
problem,  or  correspondenceless  pose  estimation  problem.  In  this  paper,  we  present  a new  algorithm,
called  extended  gravitational  pose  estimation  (EGPE),  for  determining  the  pose  and  correspondence
simultaneously.  The  algorithm  is  based  on  gravitational  pose  estimation  (GPE)  algorithm.  In our  algo-
rithm,  the  original  GPE  has  been  revised  to deal  with  the problem  with  false  image  points.  For  problems
with  both  occluded  object  points  and false  image  points,  we firstly  applied  single-link  agglomerative
clustering  algorithm  to pick  out  occluded  object  points  when  a  local  minimum  has  been  found,  then  the
revised  GPE  is applied  again  on the clustering  result  to  update  rotation  and  translation  of the  object  model.
EGPE  has  been  verified  on both  synthetic  images  and  real  images.  Empirical  results  show  that  EGPE is
faster,  more  stable  and  reliable  than most  current  algorithms,  and  can  be used  in  real  applications.

©  2014  Elsevier  GmbH.  All  rights  reserved.

1. Introduction

Vision-based pose estimation problem is to determine position
and orientation of a camera and a target with a set of n feature
points expressed in the object coordinates and its 2D projection
expressed in the camera coordinates. It is one of the key problems in
object recognition, visual navigation, robot localization, augmented
reality and other areas.

When the correspondence between 3D object feature points
and 2D image feature points are given, the problem is also known
as perspective-n-point (PnP) problem. Existing methods to solve
the problem can be divided into three categories: non-iterative,
iterative and globally optimal algorithms. The non-iterative algo-
rithms apply linear methods to obtain algebraic solutions. Most
research is focused on P3P, P4P and P5P problems [1,2], since PnP
problem is actually a classical Direct Linear Transformation (DLT)
problem and can be solved linearly when n > 5 [3]. The most pop-
ular algorithms to handle arbitrary value of n are proposed in
[4,5]. Especially, the EPnP algorithm proposed in [6] is believed to
be faster and more accurate than other non-iterative algorithms.
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As to iterative algorithms, the classical methods are to formu-
late the pose estimation as a nonlinear least-square problem with
the constraint that the rotation matrix is orthogonal. The prob-
lem can be solved by using non-linear optimization algorithms,
most typically, Levenberg–Marquadt or Gaussion–Newton method
[7–10]. A widely used iterative algorithm is orthogonal iterative
(OI) algorithm proposed by Lu et al. [11]. The algorithm refor-
mulated a new objective function to minimize the object-space
collinearity error. Compared with other iterative algorithms, OI
algorithm performs higher accuracy, speed and noise-resistance.
Globally optimal algorithms are recently developed algorithms
based on L∞-norm minimization method. Since the object-space
collinearity error can be expressed as a quasi-convex function,
techniques of linear programming or second-order cone pro-
gramming can be applied. Typical algorithms are proposed in
[12–14].

However, the input data are often noisy in a real applica-
tion, the extracted features can be missing or false, and their
position may  be inaccurate due to poor image quality, bad light
conditions, partial occlusions and/or precision of acquisition and
feature-extraction process. In those cases, the problem actually
consists of two subproblems: pose estimation and correspondence
determination. When there is no additional information available
with which to constrain the pose of the object and to constrain the
correspondence of object features to image features, the problem
is known as the simultaneous pose and correspondence problem,
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or correspondenceless pose estimation problem. The problem is
difficult because it requires solution of two coupled problems,
each easy to solve only if the other has been solved first. The classic
approach to solving these coupled problems is the hypothesize-
and-test approach, of which the best known example is the
RANSAC algorithm [15]. The RANSAC algorithm can achieve a high
probability of success, but at a very heavy computation cost. A more
effective algorithms of this type is Blind PnP, which is developed in
[16] using a Gaussian mixture model. However, it needs some prior
information on the object pose. A genetic algorithm based pose
estimation algorithm with correspondences determination called
EvoPose is proposed in [17]. Inspired by EvoPose, an algorithm by
using differential evolution algorithm, called DePose, is proposed
in [18]. The problem of the both algorithms is that poor local
minima may  cause the search to converge to false solutions, espe-
cially when there are missing or false image points. By integrating
an iterative pose estimation technique called POSIT [19], and an
iterative correspondence assignment technique called SoftAssign
[20] into a single iteration loop, David et al. proposed an algorithm
called SoftPOSIT [21]. It is arguably one of the best algorithms for
the simultaneous pose and correspondence problem. However,
SoftPOSIT do not ensure to find a pose when the initial guess is poor.

Gravitational pose estimation (GPE) algorithm, which is inspired
by classical mechanics, is proposed in [22]. The algorithm creates
a simulated gravitational field from the image and lets the object
model to move and rotate in that force field, starting from an initial
pose. Unlike SoftPOSIT, GPE algorithm is more robust, consistent
and fast even when starting from a bad initial pose. Because Soft-
POSIT can find pose with great precision when it is able to converge,
GPE and SoftPOSIT are integrated together in [23] to improve the
performance of the correspondenceless pose estimation algorithm.
However, the usage of GPE algorithm is limited by the assumption
that there are no false image feature points.

In this paper, we proposed an algorithm, called extended
gravitational pose estimation (EGPE). The algorithm can solve cor-
respondenceless pose estimation problem even when there are
occluded object points or false image points. We  firstly revised the
original GPE algorithm to make it capable of dealing with corre-
spondenceless pose estimation problem with false image feature
points. Then we further improved the revised GPE algorithm, in
order to deal with the case when there are both occluded object
points and false image points. Experimental results show that our
algorithm is faster, more stable and reliable than most current cor-
respondenceless pose estimation algorithm.

2. Problem formulation

Suppose the object model can be described by a set of feature
points Pk (k = 1, . . .,  L), the coordinate of Pk in the object coordinate
system, OXwYwZw, is Pk

w = [Xk
w, Yk

w, Zk
w]T, while the coordinate of

Pk in the image coordinate system, OIxy,  is pi = [xi, yi]T (i = 1, . . .,  N),
according to perspective projection, the relationship between Pk

w

and pi is

p̃i =

⎡
⎣
f 0 0

0 f 0

0 0 1

⎤
⎦ [R t]P̃

w
k , (1)

where p̃i and P̃
w
k are the corresponding homogeneous coordinate

of pi and Pwk respectively, f is the focal length. R = [R1, R2, R3] is the
rotation matrix. If ui, uj, uk represents the three unit direction vec-
tors of axes Xw, Yw, Zw of the object coordinate system, then R1, R2,
R3, are respectively the coordinates of ui, uj, uk expressed in the
camera coordinate system. t is the translation vector. The relation-
ship between the object coordinate system, the camera coordinate
system and the image coordinate system is shown in Fig. 1.

Fig. 1. Perspective projection model.

Ideally, Pwk should align with the line of sight (LOS) ¯Ocpi;
however, because of noise and inaccurate feature extraction, the
position of Pk on the image plan is usually pn

i
= [xn

i
, yn
i
]T , but not

pi. Therefore, the distance between Pwk and LOS ¯Ocpni can be repre-
sented as [11]

d2
ik =

∥∥(I − V i)
(

RPwk + t
)∥∥2

, (2)

where Pck = RPwk + t, is the coordinate of Pk in the camera coor-
dinate system, Vi is the LOS projection matrix, can be expressed
as

V i =
viv

T
i

vT
i
vi
, vi = [xni , yni , f ]T . (3)

According to [18], when all the object points and image points
have their own  corresponding points, the simultaneous pose and
correspondence problem can be formulated as a minimization of
the objective function

E = 1
L

L∑
k=1

mini
∥∥(I − V i)

(
RPwk + t

)∥∥2
. (4)

To apply Eq. (4) to more complicated cases, such as there are
false image points or occlusions of object points, Eq. (4) is modified
into the following form

E = 1
L

N∑
i=1

L∑
k=1

mik
∥∥(I − V i)

(
RPwk + t

)∥∥2
. (5)

where mik is a weight, equals to 0 or 1 for its corresponding square
distance dik

2. Given a set of object points Pwk , k = 1, . . .,  L, and a set of
image points pi, i = 1, . . .,  N, the square distance dik

2 can be got from
Eq. (2), so that we  can get a distance matrix D = [dik

2]N × L. To find an
zero-one assignment matrix M = [mik]N × L, the following steps can
be applied:

Step 1: Find an ordered pair (i, k) so that dik
2 is the minimum

entry of matrix D.
Step 2: Set mik = 1, meanwhile assign the ith row and kth column

of matrix D to an extremely large constant C.
Step 3: If all the entries of D equal to C, then return matrix M,

otherwise go to Step 1.
Therefore, if all the entries of the kth column of M equal 0, then

the corresponding image feature of Pk is missing, so that Pk is prob-
ably occluded. If all the entries of the ith row of M equal 0, then
image point pi does not match any object feature, so that pi is likely
a false image feature point.

3. The algorithm

3.1. The revised gravitational pose estimation

To minimize Eq. (5), dik
2 should be minimized, which means that

the object point Pwk should be as close as possible to the LOS ¯Ocpni .
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