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a b s t r a c t

Segmentation is the first step in image analysis to subdivide an image into meaningful regions. It directly 
affects the subsequent image analysis outcomes. This paper reports on the development of an automatic 
adjustable algorithm for segmentation of color images, using linear support vector machine (SVM) and 
Otsu’s thresholding method, for apple sorting and grading. The method automatically adjusts the classi- 
fication hyperplane calculated by using linear SVM and requires minimum training and time. It also 
avoids the problems caused by variations in the lighting condition and/or the color of the fruit. To eval- 
uate the robustness and accuracy of the proposed segmentation method, tests were conducted for 300 
‘Delicious’ apples using three training samples with different color characteristics (i.e., orange, stripe,
and dark red) and their combination. The segmentation error varied from 3% to 25% for the fixed SVM,
while the adjustab le SVM achieved consistent and accurate results for each training set, with the segmen- 
tation error of less than 2%. The proposed method provides an effective and robust segmentation means 
for sorting and grading apples in a multi-channel color space, and it can be easily adapted for other imag- 
ing-based agricultural applications.

Published by Elsevier B.V.

1. Introduction 

Today computer vision technolo gy has been widely used for 
quality inspection of agricultural and food products, replacing tra- 
ditional manual operations that are labor intensive , slow and prone 
to human error (Sun, 2008 ). Despite the significant advances over 
the past decade, new image processing algorithms are continu- 
ously being develope d to improve the accuracy and efficiency of
automatic inspection for agricultural and food products (Baranow-
ski et al., 2012; ElMasry et al., 2012; Garrido-Novell et al., 2012 ).

Image segmentation, which separates the product region from 
background in the image, is one of the most important tasks in im- 
age processing since it is the first step in image analysis after the 
image capture to subdivide an image into meaningful regions.
The segmentation result affects the subsequent image analysis.
For instance, the estimation of product size (Moreda et al., 2009 )
and shape (Moreda et al., 2012 ) is directly affected by the segmen- 
tation result because these morphologi cal features are usually ob- 
tained based on the product contour information .

A number of image segmentation methods have been developed 
in the past (Zheng and Sun, 2008 ). Among them, thresholdi ng- 
based segmentation is the most popular for online applications 
due to its simplicity and fast processing speed. The simplest 

thresholdi ng selection method is manual selection. Li et al. (2002)
applied manual thresholdi ng after subtracting the background im- 
age. Manual thresholding, combined with an edge detection tech- 
nique, was used to remove the background from the grayscale 
image for grading pre-sliced hams (Valous et al., 2009 ). Multi-thres- 
holding methods using red and saturatio n were performed to filter
the background for apples (Zou et al., 2010 ). Currently, manual 
thresholdi ng method is still being used for image segmentation be- 
cause of its simplicity. However, it is not practical or convenient in
real world applications, where the optimal threshold may vary if
the lighting condition and the object color change. Consequently,
a number of automatic thresholding selection methods have been 
develope d to adapt the changes in real time.

Otsu’s thresholding selection method (1979) is one of the most 
accurate and widely used methods for image segmentation (Sahoo
et al., 1988 ). Otsu’s method automatically finds the threshold using 
the histogram of a grayscale image, based on the idea of finding the 
threshold that maximizes the between-cla ss variance r2

BðtÞ (or
minimize s the weighted within-class variance), which is expressed 
as follows:

r2
BðtÞ ¼

½mGPðtÞ �mðtÞ�2

PðtÞ½1� PðtÞ� ð1Þ

where mG is the average intensity of the entire image, m(t) is the 
cumula tive mean up to level t, P(t) is the cumulative sum of
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probability assigned to object (background). The optimum thresh- 
old is the value t�, that maximizes r2

BðtÞ as follows:

t� ¼ arg max 
06t6L�1

r2
BðtÞ ð2Þ

This method works well if the histogram is bimodal and the im- 
age has uniform illuminat ion. Many researchers used this method 
for a variety of color spaces, including the hue color space (Nashat
et al., 2011 ), grayscale images (Yang et al., 2009 ), near-infrar ed
(NIR) images (Lunadei et al., 2012 ), hyperspectr al images (Garri-
do-Novell et al., 2012 ), and linear combinations of RGB colors such 
as excess green, excess red (Meyer and Neto, 2008 ) and color index 
of vegetation extractio n (Zheng et al., 2009 ). Since all these color or
multi-chann el spaces are selected on a trial-and-error basis with 
visual inspection, which is time-consumi ng, there is no specific
and effective procedure to find the best color spaces to obtain good 
segmentation results, Mery and Pedreschi (2005) sought the best 
linear combination of RGB components that maximiz es the vari- 
ance of a grayscale image using a numerical gradient method.
But they did not report the segmentation time, which is very 
important in online machine vision applications .

Classification-based segmentation is another popular method,
especially for RGB color images. It is a pixel-oriented technique,
in which each pixel is classified as either object or background . Lin- 
ear discriminant analysis (or Bayesian classification) is the most 
popular classification-based segmentation method for color imag- 
ing (Blasco et al., 2003; Chinchuluu n et al., 2009 ). This method gen- 
erates a linear separation (or classification) hyperplane in a multi- 
dimensional space (e.g. 3-D for RGB color) based on the statistics of
each region (object or background) by selecting a few representa- 
tive pixels of the object or background. This hyperplane generation 
task, called training, is usually performed off-line before the on- 
line image processing is executed. Recently, support vector ma- 
chine (SVM) is becoming a popular method to calculate the separa- 
tion hyperplane for agricultural applicati ons (Mitra et al., 2004;
Nashat et al., 2011 ). Unlike linear discriminant analysis, support 
vector machine only uses ‘‘difficult points’’ close to the decision 
boundary, called support vector, and maximize the margin be- 
tween support vectors. Because of this criterion, SVM is robust 
for untrained data. Although the hyperplane calculated by SVM is
considered the best hyperplane, the method has limitation in
adjusting to variations in the lighting condition and the color of
products because the hyperpla ne is fixed.

The objective of this research was therefore to develop an auto- 
matic adjustable algorithm for segmentati on of color images for 
apple sorting and grading, using Otsu’s method and SVM. The 
method takes advantage of the adjustability of Otsu’s method 
and the effectivenes s of selecting the optimal classification hyper- 
plane by SVM. The proposed algorithm consists of three main 
steps: (1) the optimal linear separation hyperpla ne in the 3-D 
RGB space is calculated by using linear SVM; (2) a contrast en- 
hanced grayscale image is calculated from the linear hyperplane,
and (3) the optimal threshold around the fruit boundary is auto- 
matically estimate d using Otsu’s method.

2. Materials and methods 

2.1. Color segmentation by linear support vector machine 

Support vector machine is a supervised machine learning algo- 
rithm originally designed to solve the two-group classification
problems by generating the optimal separation hyperplane in a
multi-dimens ional space (Vapnik, 1995 ). The basic idea of SVM is
to find the optimal hyperpla ne to separate a dataset, since, in the- 
ory, there exist many hyperplanes. A hyperplane is such chosen 
that the margin between it and the nearest data points, termed 

support vectors, of both classes is maximized. Because of this con- 
cept, linear SVM, which finds the ‘‘linear’’ optimal separation sur- 
face, is considered the best ‘‘linear’’ classification or segmentation 
algorithm in terms of accuracy and robustness for the untrained 
data. Although nonlinear SVM can solve a more complicated deci- 
sion boundary, we selected linear SVM because the former requires 
more computational time when there are many support vectors. In
contrast, the computational time for linear SVM classification is
irrelevant to the number of support vectors.

The soft margin hyperpla ne algorithm (Cortes and Vapnik,
1995) is applied for non-separab le data. Given a training set of in- 
stance-la bel pairs (xi, ti), i = 1, . . ., l where xi 2 Rn is the training 
sample and ti 2 f�1; þ1g is the class label, the linear SVM requires 
to find the solution of the dual representat ion of the maximum 
margin problem:

LDðaÞ ¼
X

i

ai �
1
2

X

i;j

aiajtitjxi � xj ð3Þ

Subjec t to:

0 6 ai 6 C; ð4Þ
X

i

aiti ¼ 0 ð5Þ

where ai is the positive Lagrange multipliers and paramete r C (>0)
contro ls the trade-of f betwee n the training error and the margin;
a larger C means assigning a higher penalty to errors. ai can be ob- 
tained by solving the quadratic programming problem of Eq. (3).

The separation hyperpla ne is given by:

f ðxÞ ¼ wTxþ b ð6Þ

w ¼
XNS

i¼1

aitixi ð7Þ

b ¼ ti �wTxi ð8Þ

where w is the surface normal to the hyperplane, |b|/||w|| is the per- 
pendic ular distance from the hyperp lane to the origin, ||w|| is the 
Euclidean norm of w, and NS is the number of support vectors.
The new data point x is classified by evaluating the sign of Eq. (6).

When linear SVM is applied to the color RGB image segmenta- 
tion, it calculates a classification hyperpla ne in the 3-D RGB space 
shown in Fig. 1. Eq. (6) is rewritten as a linear combination of red,
green and blue as follows:

Zðx; yÞ ¼ wRRðx; yÞ þwGGðx; yÞ þwBBðx; yÞ þ b ð9Þ

wR ¼
XNS

i¼1

aitiRi; wG ¼
XNS

i¼1

aitiGi; wB ¼
XNS

i¼1

aitiBi ð10Þ

Fig. 1. Linear classification hyperplane in the 3-D RGB space.
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