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Abstract: Let G = (V, E) be a complete undirected graph with vertex set V, edge set E, and edge weights l(e) 

satisfying the triangle inequality. The vertex set V is partitioned into clusters V1, V2, …, Vk. The clustered 

traveling salesman problem (CTSP) seeks to compute the shortest Hamiltonian tour that visits all the verti-

ces, in which the vertices of each cluster are visited consecutively. A two-level genetic algorithm (TLGA) was 

developed for the problem, which favors neither intra-cluster paths nor inter-cluster paths, thus realized inte-

grated evolutionary optimization for both levels of the CTSP. Results show that the algorithm is more effec-

tive than known algorithms. A large-scale traveling salesman problem (TSP) can be converted into a CTSP 

by clustering so that it can then be solved by the algorithm. Test results demonstrate that the clustering 

TLGA for large TSPs is more effective and efficient than the classical genetic algorithm. 
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Introduction 

Let G = (V, E) be a complete undirected graph with 
vertex set V, edge set E, and edge weights l(e) satisfy-
ing the triangle inequality. The vertex set V is parti-
tioned into clusters V1, V2, …, Vk. The clustered travel-
ing salesman problem (CTSP) seeks to compute the 
shortest Hamiltonian tour that visits all the vertices, in 
which the vertices of each cluster are visited consecu-
tively. There are many applications of the CTSP[1]. The 
CTSP is NP-hard, and the traveling salesman problem 
(TSP) can be viewed as a special case of the CTSP in 
which there is only one cluster or each cluster has only 
one vertex. There are several variants of the problem 
depending on whether the start and end vertices of a 
cluster have been specified. This paper focuses on the 
variant with unspecified end vertices. 

Anily et al.[2] developed a 5/3-approximation algo-
rithm for the ordered CTSP with a prespecified visiting 
sequence for the clusters. Guttmann-Beck et al.[3] pro-
posed approximation algorithms with performance 
bounds for some variants of the CTSP. For the CTSP 
with unspecified end vertices, their algorithm first uses 
a modified Christofides’ algorithm to get the shortest 
free ends Hamiltonian paths in each cluster. After the 
first step, the two end vertices for each cluster and the 
intra-cluster paths are specified. Then a rural postman 
problem algorithm is used to connect all the intra-
cluster paths to form a whole tour. This algorithm fa-
vors the intra-cluster Hamiltonian paths, which implies 
that the inter-cluster paths may be sacrificed when the 
end vertices in each cluster are already determined. 

Sheng et al.[4] proposed a two-level-TSP hierarchical 
algorithm favoring inter-cluster paths. They first spec-
ify the shortest inter-cluster paths connecting every 
cluster. The start and end vertices are then specified for 
each cluster. Then a modified Christofides’ algorithm 
is used to get the shortest Hamiltonian paths with two 
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specified end vertices in each cluster. At last a whole 
tour is formed by combining the paths generated in 
both levels. Sheng et al.[4] also showed that the penal-
ties caused by favoring the intra-cluster Hamiltonian 
paths and the inter-cluster paths are comparable. 

This paper describes a two-level genetic algorithm 
(TLGA) for the CTSP that favors neither of the two 
levels of paths, thus avoiding the disadvantages of both 
algorithms. The general idea is to find the shortest 
Hamiltonian cycle for each cluster, to delete a selected 
edge for each cycle to form an intra-cluster path, and 
then to connect all the intra-cluster paths in a certain 
sequence to form a whole tour. In the lower level, a 
genetic algorithm (GA) is used to find the shortest 
Hamiltonian cycle rather than the shortest Hamiltonian 
path for each cluster. In the higher level, a modified 
genetic algorithm is designed to determine which edge 
will be deleted from the shortest Hamiltonian cycle 
for each cluster, and the visiting sequence of all the 
clusters with the objective of shortest traveling tour 
for the whole problem. Since the shortest Hamilto-
nian cycle rather than the shortest Hamiltonian path is 
formed in the lower level, it leaves open the question 
of choosing the edge to be deleted. The higher level 
algorithm has the freedom to choose the edge to be 
deleted for each cluster while searching for the short-
est whole tour. 

The clustering method can be used to convert a 
large-scale TSP into a CTSP which can then be solved 
by the TLGA. Test results demonstrate that the cluster-
ing TLGA algorithm for large-scale TSPs is more ef-
fective and efficient than the classical genetic algo-
rithm. The increase in computing time of clustering 
TLGA is almost proportioned to the problem size. 

1  Two-Level Genetic Algorithm for 
the CTSP 

The ordinal encoding scheme[5] was used in the TLGA. 
Under this scheme, any vertex is assigned a unique un-
signed integer from 1 to the number of vertices. The 
ordinal encoding scheme uses genes that are integers. 
Chromosomes which represent the traveling paths are 
permutations of these integer genes. A gene segment 
is defined as a permutation of the serial numbers of 
vertices in a cluster. Note that a chromosome is also  a 

permutation of all the gene segments with one gene 
segment per cluster. 

In the lower level, the genetic algorithm finds the 
(near) shortest Hamiltonian cycles for each cluster. In 
the higher level, a modified genetic algorithm is de-
signed to choose the edge to be deleted from the short-
est Hamiltonian cycle for each cluster, and simultane-
ously determine the visiting sequence for all the clus-
ters with the objective of the shortest entire traveling 
tour. 

1.1  Lower level genetic algorithm 

The objective of the lower level genetic algorithm is to 
find the shortest Hamiltonian cycle for the given verti-
ces in each cluster. This is a classical application of the 
genetic algorithm to the traveling salesman problem[6]. 
In most cases the genetic algorithm cannot assure that 
it will find the shortest Hamiltonian cycle, but it will 
find an acceptable cycle. 

The genetic algorithm for the TSP is applied cluster 
by cluster. The result of the lower level genetic algo-
rithm is tours T1, T2, …, Tk for clusters V1, V2, …, Vk. A 
simple example is shown in Fig. 1. 

 
Fig. 1 Example result of the lower level GA 

1.2 Higher level genetic algorithm 

The objective of the higher level genetic algorithm is 
to form an entire tour that is as short as possible based 
on the tours generated in the lower level. In each  
generation, the designed genetic algorithm selects two 
adjacent vertices in tour Ti as end vertices for cluster  
Vi (that is to select the edge to be deleted from Ti), 
specifies which one will be the start vertex and which 
one will be the end vertex, and determines a sequence 
for visiting all the clusters. 
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