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KEY POINTS

� Bayesianmethodspermit simple, intuitive, andmeaningful statementsof statistical inference.

� They provide a transparent framework for combining new information with preexisting in-
formation and knowledge.

� Importantly, to the study of uncommon rheumatic diseases, the Bayesian paradigm allows
for inferences to be made from a limited number of subjects.
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INTRODUCTION

The ability to make precise estimates using observational data in uncommon dis-
eases has historically faced several challenges. The first challenge relates to patient
numbers. In the setting of uncommon diseases, small numbers of patients are avail-
able for study recruitment. The number of accrued patients (sample size) influences
the amount of sampling error in a statistical test result. A low sample size will
decrease the probability of concluding a treatment is effective when there is actually
a treatment effect (referred to as the power of a statistical test).1 As they often recruit
relatively small numbers of patients, studies of uncommon diseases often have inad-
equate power to detect important effects.2,3 One potential methodologic solution to
the challenges of small sample sizes involves the use of the Bayesian statistical
inference.

Science and Statistical Inference

According to some philosophers, science is based on forming models of the world
from sensory input (or instrumentation). We use the models that are most successful
at explaining events and assume that the models match reality.4 The discipline of
statistics, in part, describes the way people learn as they make observations.5 Inves-
tigators try to understand the world by making mathematical models, say for example,
the relationship between smoking and lung cancer. Each model represents our under-
standing of the process or phenomenon we are studying.1 Statistical inferences are
based on mathematical models.1 In the long run, we retain models based on their
validity, reliability, predictability, and perceived match to reality.4 Statistics facilitate
the description of the average person, ascertain how well the idealized model fits
the sample on which it is based, and allow us to generalize from this sample to another
group of people or the population.6 Furthermore, statistics is a science of making in-
ferences about unknown quantities. Unknown quantities can include important out-
comes, such as measures of effectiveness, adverse events, and diagnostic test
results.7

Models posit a relationship between observable data and some underlying set of
mathematical functions and a set of constants in those functions that determine the
values of the functions. A clinical example is the evaluation of the impact of male
sex on survival in systemic sclerosis, whereby there is an exponential distribution
for time to the event.8 The true values of the constants in the model are referred to
as parameters, inherent properties of nature. Because the complete population is usu-
ally not fully observable, the parameter is not known with certainty. Observations are
most often restricted to a sample from the population.1 Statistical inferences are
based on observations and involve a description of uncertainty. There are philosophic
differences in how uncertainty is conceptualized and handled that characterize the
various schools of statistical inference.
Schools of statistical inference differ in their approach to truth and uncertainty. The

frequentist statistical method (also referred to as classic statistics) is one method of
making inferences from observations. Frequentist inference uses methods developed
by Ronald A. Fisher, Egon Pearson, and Jerzy Neyman. Observations are treated as
one of an infinite set of possible instances of data that could have come from a given
probability distribution.9 Hypothesis testing is based on the frequency of obtaining a
result (data), as extreme or more extreme, if the experiment was repeated many times,
under certain fixed conditions.10 In fact, all inferential probability statements (P values,
coverage percentages of confidence intervals) refer to these hypothetical replications
of the data collection and analysis. Under the frequentist approach, it is not possible to
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