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The rapidly growing number of grassroots ecological research networks demonstrates that ecologists have em-
braced distributed data collection and experimentation as a new tool for addressing global questions. A clear ad-
vantage of these networks is the ability to gather data at larger spatial and temporal scales and at relatively lower
cost than could be typically accomplished by a single research team. However, a challenge arising from this struc-
ture is the need tomerge distributed datasets into a coherentwhole. TheNutrient Network, a coordinateddistrib-
uted experiment entering its tenth year of data collection, has records from over 90 sites worldwide to date. In
this paper I present lessons learned about data management from this project, focusing on such issues as stan-
dardization, storage, updates, and distribution of data within the network. I provide a relational database schema
and associated workflow that could be generalized to many distributed ecological experiments or networked
data observatories, especially those with need for taxonomic reconciliation of species occurrences. The success
of distributed data collection efforts, especially long-term networks, will be proportional to the ability to coordi-
nate and effectively combine project datasets.
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1. Introduction

The discipline of ecology is challenged to predict consequences of
global change at scales relevant to the biosphere and society (Steffen
et al., 2015). To fulfill this in times of increasingly limited funding,
ecologists have been turning to a variety of emerging techniques, each
of which represents a variety of tradeoffs. For example, remote sensing
can provide datawith truly global coverage at high frequency (Running,
2012), thoughwithout a complete understanding of the local dynamics.
Long-term research programs exemplified by the US Long-term Ecolog-
ical Research sites (Kratz et al., 2003; Peters et al., 2013) provide un-
precedented understanding of both long-term trends, as well as how
those trends might be changing, in different ecosystems. However it is
not always clear how or when the insights gleaned from long-term re-
search in one location are predictive of responses elsewhere, even in
similar habitats.

Another approach is to use meta-analysis, in which evidence from
multiple locations and studies is used to infer effects at larger spatial
and temporal scales (Hedges et al., 1999). This is a specific formof quan-
titative synthesis, or bringing together disparate data sources to test or
reveal generalities in ecological systems (Carpenter et al., 2009). Typi-
cally meta-analysis standardizes the effects observed across multiple
sites rather than standardizing the underlying data, which may have
significant methodological deviations or differing experimental treat-
ments. These differences, in turn, can limit confidence in the resulting
inference.

Oneway to strengthen analysis and inference acrossmultiple sites is
to create a single coherent dataset, so that “apples-to-apples” compari-
sons and single statistical models can be used. Multiple approaches can
be used to construct a coherent dataset. One approach is to connect and
partially standardize data being collected similarly but independently
by researchers in a given system. This approach is exemplified by inter-
national efforts like FluxNet (Baldocchi et al., 2001), CTFS-ForestGEO
(Anderson-Teixeira et al., 2015), and GLEON (Weathers et al., 2013).
In these examples standard equipment such as flux towers measuring
micrometeorological gas exchange or buoys recording water tempera-
ture and chemistry are deployed for local research at many sites, but
these data can be assembled across sites into coherent datasets due to
the similar methodologies and dimensionality of the data.

A more restrictive cross-site data aggregation framework relies on
identicalmethodology of data collection and experimentation to generate
a single dataset. In this way researchers frommany sites contribute to an
expanding dataset but under a common structure. This can help provide
insight into local dynamics, at many places simultaneously (Fraser et al.,
2012). Such an approach is not totally new— the US Forest Service Forest
Area Inventory (FIA), for example, has been using standardized sampling
to record data on tree communities for 85 years (Bechtold, 2005). Like-
wise private efforts such as the Nature Conservancy’s Natural Heritage
Network (now under the name NatureServe1) has used data gathered
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in all US states andmany other countries to create a standardized dataset
of rare and threatened species (Stein, 2000). Nonetheless, ecologists have
recently increasingly embraced the model of distributed data collection,
because it allows inference on a regional andglobal scale,while remaining
relatively cost-efficient. Data collection efforts and costs can be distribut-
ed amongmany researchers.While there are constraints on the typeof in-
formation that can be gathered, distributed data collection and especially
distributed experimentation have significant advantages over other ap-
proaches in terms of ecological inference (Fraser et al., 2012; Borer et
al., 2014).

I focus the rest of this paper on the details of administering andman-
aging a database derived from collaborative, distributed data collection
under a single methodology. I use experience developed as coordinator
of the Nutrient Network (“NutNet”; Borer et al., 2014), a coordinated,
distributed grassland experiment being replicated at over 90 sites
across six continents, to review current and future ecoinformatics chal-
lenges facing NutNet and other groups with existing or planned distrib-
uted experiments.

2. Challenges and solutions: NutNet as a case study

In attempting to effectively compile andmanage data gathered from
a distributed ecological network, there are several general challenges.
Multiple solutions exist for each of these challenges. I illustrate the chal-
lenge and potential solution sets for the following areas:

1. assembling a coherent dataset;
2. standardization especially with respect to taxonomy;
3. versioning data;
4. incorporating new data types;
5. providing data access to internal partners.

2.1. Assembling a coherent dataset

The fundamental advance of distributed experimental networks
with respect to building a coherent dataset, is that the data are collected
with identical methodology. In the NutNet experiments, the treatments
and the data collection at each site are conducted using identical, com-
monly used field methods in grassland ecology (Borer et al., 2014). The
primary investigators at each site are responsible for ensuring adher-
ence to the protocols, and transcribing data into a standardized data
sheet (Appendix 1). The data sheet has separate tabs for each core
dataset, each formatted in “long-form” (Wickham, 2014). The core
datasets include: (a) site geographic location and descriptors (elevation,
slope, aspect, etc); (b) a site “plan” describing the block and plot layout,
and treatments applied to each plot; (c) a table of percent aerial cover
by species observed in each plot; (d) a table of plant taxa observed in-
cluding higher taxonomy, provenance (native/introduced), lifespan,
and lifeform (if known); (e) a table of aboveground biomass by func-
tional type collected from each plot; and (f) a table of photosynthetical-
ly active radiation (PAR) intercepted above and below the canopy in
each plot (see Borer et al., 2014 for more complete methodology).
These data are collected annually, and submitted to the NutNet data co-
ordinator for incorporation into the larger database.

The basic principle used in handling the data is that original data
submissions should not bemeaningfully altered. Thus any errors or con-
fusion in derived datasets can always be ultimately traced back to the
original submission (Borer et al., 2009; Campbell et al., 2013). Other
than saving the tables in the submitted datasheets as individual
comma-delimited text files, the data from each NutNet site is stored as
it was submitted. We use scripting languages (e.g. R, SQL) to act upon
the raw data, to make any needed alterations to the data to ensure the
data conform to our desired standardized format. Scripting is a key com-
ponent of building and maintaining high-quality data (Borer et al.,
2009). Any alterations between the submitted data and any final data

product are documented in the script, both as the executed lines of
the script, as well as in meta-code comments in the script.

Two main approaches can be used to take the data from each site-
year set of observations and combine them with all other sites and
years. The first dataset building approach is to use processing scripts
to build a dataset each time an analysis is to be conducted, and the sec-
ond approach is to process and store data in a separate database format.
The essential difference between the two approaches is whether the
processed and assembled datasets are assembled on-the-fly, or assem-
bled and stored for later use. We have used both approaches in NutNet
and discuss advantages and disadvantages of each.

One main advantage of using scripts to build larger datasets from
raw data each time it is to be used is that any changes to the data con-
tent and organization, and the reasoning underlying those decisions,
can be revisited and altered if necessary. This works well when the de-
sired compiled dataset depends on choices in how the data will be sum-
marized or combined. The power of this approach was demonstrated
recently by Falster et al.’s (2015) BAAD dataset of woody plant allome-
try, especially by sharing the complete scripts used to create the dataset
from its heterogeneous sources. However, the need for decision-making
to achieve standardization when combining heterogeneous data is
greater than that needed when combining data derived from standard
methodology. Speed of assembly of the dataset is also a consideration,
given that, as the network expands with additional sites, the number
of submitted data files needed to construct the dataset grows even
faster, since previously existing sites are also contributing new data
each year (Fig. 1). Additionally, a drawback related to this approach is
that the data cannot be combined across data types, queried, or summa-
rized without creating the full dataset as a first step.

Fig. 1.Growth of the Nutrient Network through time. Top: number of sites in the network.
Bottom: number of files (tables) needed to construct the full NutNet dataset.
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