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H I G H L I G H T S

• Different Feature Selection approaches (FS) based on machine learning were evaluated.
• FS allowed to isolate and identify the main drivers of nitrate pollution in groundwater.
• Driving forces were more useful in predicting nitrates pollution in this case study.
• A novel feature, extracted from NDVI time series, was revealed as very promising.
• A Random Forest based wrapper outperformed the rest FS in predicting nitrates.
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Recognising the various sources of nitrate pollution and understanding system dynamics are fundamental to
tackle groundwater quality problems. A comprehensive GIS database of twenty parameters regarding
hydrogeological and hydrological features and driving forces were used as inputs for predictive models of nitrate
pollution. Additionally, key variables extracted from remotely sensed Normalised Difference Vegetation Index
time-series (NDVI) were included in database to provide indications of agroecosystem dynamics.
Many approaches can be used to evaluate feature importance related to groundwater pollution caused by ni-
trates. Filters, wrappers and embeddedmethods are used to rank feature importance according to the probability
of occurrence of nitrates above a threshold value in groundwater. Machine learning algorithms (MLA) such as
Classification and Regression Trees (CART), Random Forest (RF) and Support Vector Machines (SVM) are used
as wrappers considering four different sequential search approaches: the sequential backward selection (SBS),
the sequential forward selection (SFS), the sequential forward floating selection (SFFS) and sequential backward
floating selection (SBFS). Feature importance obtained from RF and CART was used as an embedded approach.
RF with SFFS had the best performance (mmce = 0.12 and AUC = 0.92) and good interpretability, where three
features related to groundwater polluted areas were selected: i) industries and facilities rating according to their
production capacity and total nitrogen emissions to water within a 3 km buffer, ii) livestock farms rating by ma-
nure production within a 5 km buffer and, iii) cumulated NDVI for the post-maximum month, being used as a
proxy of vegetation productivity and crop yield.
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1. Introduction

Nitrate in groundwater has been reported as a major problem all
over the world. The Nitrates Directive (91/271/EEC, 1991) is an integral
part of the water policy of the European Union (EU) and it was drawn
up with the specific purposes of reducing water pollution caused by ni-
trates from agricultural sources and preventing further pollution.
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Different knowledge-driven and data-driven models can be used to
recognise various sources of nitrate pollution and understand system
dynamics. Knowledge-driven are models based on expert knowledge
of processes that might have led to contamination in a given
hydrogeological setting, but where no or very few data sample/pollu-
tion evidences are known to occur (Aller et al., 1987; Doerfliger and
Zwahlen, 1997; Ribeiro, 2005). Data-driven models use objective evi-
dence based on the associations between predictive variables and
knownoccurrences of nitrate pollution (Solomatine et al., 2008).Within
data-drivenmodels, supervisedmachine learning algorithms (MLA) are
normally applied from a set of training instances where each instance is
described by a feature vector or attribute values (input variables) and a
target feature expressed as a class label (classification) or a continuous
value (regression) (Kohavi and John, 1998). In this case, the primary
goal of predictive modelling is to maximise the accuracy (Motoda and
Liu, 2002). Thus, the applicability of MLA on groundwater pollution is-
sues is a consequence of their ability to recognise patterns of relation-
ships among attributes and target feature, considering that there is
some degree of uncertainty associated (Dixon, 2005). Indeed, MLA
have been gradually used to predict nitrate concentration in groundwa-
ter, e.g., Random Forest (RF) (Rodriguez-Galiano et al., 2014; Tesoriero
et al., 2017; Wheeler et al., 2015), Support Vector Machines (SVM)
(Dixon, 2005; Khalil et al., 2005;Mohamad and Hassan, 2017), Artificial
Neural Networks (Dixon, 2005; Khalil et al., 2005; Mohamad and
Hassan, 2017; Nolan et al., 2015), Boosted Regression Trees and Bayes-
ian Networks (Nolan et al., 2015), and Locally Weighted Projection Re-
gression and Relevance Vector Machines (Khalil et al., 2005). Likewise,
MLA have been applied to optimise subjective indexes methods for
groundwater vulnerability assessment, e.g. (Fijani et al., 2013) and
(Nadiri et al., 2017).

Common to all aforementioned studies is an undeniable fact that for
the induction of a MLA, the groundwater experts can use all available
features, or select a smaller number of them. Nevertheless, if there is a
large number of features, different negative effects might occur, i.e.:
i) irrelevant features can result in overfitting trainingdata (i.e. poor gen-
eralisation), thus, reducing the model accuracy; ii) models with high
complexity may limit their interpretability and, therefore, hamper the
decision making process and; iii) models with several features can be
impractical and hard to replicate to other areas. To address this issue,
it is possible to precede learning with a feature selection stage that
strives to eliminate some noise and redundant data, establishing the
most significant attributes (Reunanen, 2006; Witten and Tibshirani,
2010).

Feature selection (FS) is a process that selects a subset of original at-
tributes, so that the feature space is optimally reduced according to a
certain criterion (Blum and Langley, 1997; Dash and Liu, 1997; Zhang
et al., 2006). The goal of FS is to reduce the amount of features, focusing
on the relevant data and improving their quality and hence contribute
to a better understanding of the processes (i.e. nitrate pollution of
groundwater) that is driven by the selected features (Guyon and
Elisseeff, 2003; Motoda and Liu, 2002). Several statistical methods can
be employed in FS such as filters, wrapper and embedded methods
(Fig. 1). The filter approach is a preprocessing step and use criteria not
involving any learning machine and, by doing that, it does not consider
the effects of a selected feature subset on the performance of the algo-
rithm (Guyon and Elisseeff, 2006; Kohavi and John, 1998; Lal et al.,
2006). Wrapper methods evaluate a subset of features according to
accuracy of a given predictor (Guyon and Elisseeff, 2003; Kohavi and
John, 1998). Search strategies are used within wrapper methods to
yield nested subsets of variables, the variable selection being based on
the performance of the learned model (Guyon and Elisseeff, 2003;
Hilario and Kalousis, 2008). Embedded methods perform variable
selection during the process of training and are generally specific to
given learning machines (Guyon and Elisseeff, 2003). In this case, the
learning step and the feature selection part cannot be separated
(Lal et al., 2006).

FS has been used to identify which variables are more relevant to
predict nitrate concentration in groundwater, such as wrapper (Dixon,
2005; Khalil et al., 2005; Nolan et al., 2015; Wheeler et al., 2015) and
embedded methods (Rodriguez-Galiano et al., 2014; Tesoriero et al.,
2017). Wrappers or embedded methods include the use of non-
parametric algorithms like decision trees, neural networks and support
vector machines (Bazi andMelgani, 2006; Del Frate et al., 2005; Pal and
Foody, 2010; Rodriguez-Galiano et al., 2012; Yu et al., 2002). Establish-
ing features that are strongly related to nitrate pollution of groundwater
can contribute to the establishment of better measures in the Action
Programs (91/271/EEC, 1991), ensuring an effective reduction of
groundwater pollution caused by nitrates and preventing further such
pollution. In this study we aim to assess the performance of different
FS methods (filters, wrapper and embedded) for defining which fea-
tures can predict groundwater pollution by nitrates, using the following
MLA: CART, Support Vector Machine and Random Forest. Furthermore,
we intend to use a comprehensive database, where, as a novelty, new
features are extracted from remotely-sensed time series of vegetation
indices (weekly composites on an annual basis), allowing to infer the
importance of agriculture in the prediction of groundwater nitrate pol-
lution. The objectives of this study were: i) evaluation of the usefulness
of different FS approaches; ii) recognition of the principal sources of ni-
trate contamination and understanding system dynamics and, iii) map-
ping of classifying probabilities of nitrate occurrence in groundwater
above a threshold value.

Fig. 1. Conceptual chart of feature selection for predictive modelling of groundwater
nitrate pollution.

662 V.F. Rodriguez-Galiano et al. / Science of the Total Environment 624 (2018) 661–672



Download English Version:

https://daneshyari.com/en/article/8861412

Download Persian Version:

https://daneshyari.com/article/8861412

Daneshyari.com

https://daneshyari.com/en/article/8861412
https://daneshyari.com/article/8861412
https://daneshyari.com

