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A B S T R A C T

Current remote sensing applications of bio-geophysical parameter estimation and image classification have
to deal with an unprecedented big amount of heterogeneous and complex data sources. New satellite sen-
sors involving a high number of improved time, space and wavelength resolutions give rise to challenging
computational problems. Standard physical inversion techniques cannot cope efficiently with this new sce-
nario. Dealing with land cover classification of the new image sources has also turned to be a complex
problem requiring large amount of memory and processing time. In order to cope with these problems, sta-
tistical learning has greatly helped in the last years to develop statistical retrieval and classification models
that can ingest large amounts of Earth observation data. Kernel methods constitute a family of powerful
machine learning algorithms, which have found wide use in remote sensing and geosciences. However,
kernel methods are still not widely adopted because of the high computational cost when dealing with
large scale problems, such as the inversion of radiative transfer models or the classification of high spatial-
spectral-temporal resolution data. This paper introduces to the remote sensing community an efficient
kernel method for fast statistical retrieval of atmospheric and biophysical parameters and image classifica-
tion problems. We rely on a recently presented approximation to shift-invariant kernels using projections
on random Fourier features. The method proposes an explicit mapping function defined through a set of
projections randomly sampled from the Fourier domain. It is proved to approximate the implicit mapping
of a kernel function. This allows to deal with large-scale data but taking advantage of kernel methods. The
method is simple, computationally very efficient in both memory and processing costs, and easily paralleliz-
able. We show that kernel regression and classification is now possible for datasets with millions of samples.
Examples on atmospheric parameter retrieval from hyperspectral infrared sounders like IASI/Metop; large
scale emulation and inversion of the familiar PROSAIL radiative transfer model on Sentinel-2 data; and
the identification of clouds over landmarks in time series of MSG/Seviri images show the efficiency and
effectiveness of the proposed technique.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

1.1. Remote sensing and the big data challenge

Earth-observation (EO) satellites provide a unique source of infor-
mation to address some of the challenges of the Earth system science
(Berger et al., 2012). EO deals with the important objective of mon-
itoring and modelling the processes on the Earth surface and their
interaction with the atmosphere. To accomplish this ambitious goal,
EO deploys both data acquired by remote sensing airborne and
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satellite sensors, as well as quantitative in situ measurements of
biophysical parameters (Camps-Valls et al., 2011). Predictive models
of biophysical parameters and classification of remotely sensed
images are thus relevant outputs to monitor our Planet.

In this context, current EO applications of image classification
and biophysical parameter estimation, have to deal with an unprece-
dented big amount of heterogeneous and complex data sources.
Spatio-temporally explicit quantitative methods are a requirement
in a variety of Earth system data processing applications. Opti-
cal Earth observing satellites for example, endowed with a high
temporal resolution, enable the retrieval and hence monitoring of
climate and bio-geophysical variables (Dorigo et al., 2007; Schaep-
man et al., 2009). The super-spectral Copernicus Sentinel-2 (S2)
(Drusch et al., 2012) and the forthcoming Sentinel-3 mission (Don-
lon et al., 2012), as well as the planned EnMAP (Stuffler et al., 2007),
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HyspIRI (Roberts et al., 2012), PRISMA (Labate et al., 2009) and FLEX
(Kraft et al., 2013), will soon provide unprecedented data streams.
Very high resolution (VHR) sensors like Quickbird, Worldview-2 and
the recent Worldview-3 (Longbotham et al., 2014) also pose big
challenges to data processing. The challenge is not only attached
to optical sensors. Infrared sounders, like the Infrared Atmospheric
Sounding Interferometer (IASI) (Tournier et al., 2002) sensor on
board the Metop satellite series, impose even larger constraints: the
orbit time of Metop satellites (101 min), the large spectral resolu-
tion (8461 spectral channels between 645 cm−1 and 2760 cm−1),
and the spatial resolution (60 × 1530 samples) of the IASI instru-
ment yield several hundreds of gigabytes of data to be processed
daily. EO radar images also increased in resolution, and the current
platforms, such as ERS-1/2, ENVISAT, RadarSAT-1/2, TerraSAR-X, and
Cosmo-SkyMED give raise to extremely fine resolution data that call
for advanced scalable processing methods. Besides, we should not
forget the availability of the extremely large remote sensing data
archives already collected by several past missions, such ENVISAT,
Seviri/MSG, Cosmo-SkyMED, Landsat, or SPOT.

These large-scale data problems require enhanced processing
techniques that should be accurate, robust and fast. Standard physical
inversion techniques and parametric classification algorithms can-
not cope (nor adapt to) this new scenario efficiently. Over the last
few decades a wide diversity of methods have been developed to
tackle particular EO processing tasks, but only a few of them made it
into operational processing chains, and many of them are only in its
infancy.

1.2. Machine learning for Earth observation data analysis

In order to cope with these problems, statistical learning (also
known as machine learning) has greatly helped in the last years
to develop statistical retrieval and classification models that can
ingest large amount of Earth observation data. Machine learning has
become a standard paradigm for the analysis of remote sensing and
geoscience data, at both local and global scales (Camps-Valls et al.,
2011). Machine learning actually constitute a relevant alternative
to parametric and physically-based models, which rely on estab-
lished physical relations and implement complex combinations of
scientific hypotheses, and give rise to too rigid solutions and even-
tual model discrepancies (see Berger et al., 2012 and references
therein).

Alternatively, the framework of statistical inference and machine
learning is concerned about developing data-driven models and they
solely rely on the “unreasonable effectiveness of data” (Halevy et al.,
2009). The field has proven successful in many disciplines of Science
and Engineering (Hastie et al., 2009) and, in general, nonlinear and
nonparametric model instantations typically lead to more flexible
and improved performance over physically-based approximations.

In the last decade, machine learning has attained outstanding
results in the estimation of climate variables and related bio-geo-
physical parameters at local and global scales, and on the classifi-
cation of remote sensing images (Camps-Valls et al., 2011). Current
operational vegetation products, like leaf area index (LAI), are typ-
ically produced with neural networks (Bacour et al., 2006; Baret et
al., 2013; Duveiller et al., 2011). Gross Primary Production (GPP) as
the largest global CO2 flux is estimated using ensembles of random
forests and neural networks (Beer et al., 2010; Jung et al., 2011). Sim-
ilarly, the contribution of supervised classifiers has been improving
the efficacy of the land cover/use mapping methods since the 1970s:
Gaussian models such as Linear Discriminant Analysis (LDA) were
replaced in the 1990s by non-parametric models able to fit the dis-
tribution observed in data of increasing dimensionality, which were
later superseded by decision trees (Friedl and Brodley, 1997; Hansen
et al., 1996) and then by neural networks (NN, Bischof and Leona,
1998, Bischof et al., 1992, Bruzzone and Fernández Prieto, 1999).

1.3. Kernel machines and random features for efficient EO data
processing

The last decade kernel methods emerged as a family of powerful
machine learning algorithms, and found wide use in remote sens-
ing and geosciences (Camps-Valls and Bruzzone, 2009; Camps-Valls
et al., 2011). In the last decade, a kernel method called support vec-
tor machines (SVM, Camps-Valls and Bruzzone, 2005, Camps-Valls et
al., 2004, Foody and Mathur, 2004, Huang et al., 2002, Melgani and
Bruzzone, 2004) was gradually introduced in the field, and quickly
became a standard for image classification. Further SVM develop-
ments considered the simultaneous integration of spatial, spectral
and temporal information (Benediktsson et al., 2005; Camps-Valls et
al., 2008; Fauvel et al., 2008; Pacifici et al., 2009; Tuia et al., 2009),
the richness of hyperspectral imagery (Camps-Valls and Bruzzone,
2005; Plaza et al., 2009), and exploiting the power of clusters of com-
puters (Muñoz-Marí et al., 2009; Plaza et al., 2008). We observed
a similar adoption of kernel machines for biophysical parameter
retrieval: support vector regression showed high efficiency in mod-
elling LAI, fCOVER and evapotranspiration (Durbha et al., 2007; Yang
et al., 2006), and kernel methods like Gaussian Processes (GPs) (Ras-
mussen and Williams, 2006) recently provided excellent results in
retrieving vegetation parameters (Camps-Valls et al., 2016; Lázaro–
Gredilla et al., 2014; Pasolli et al., 2010; Verrelst et al., 2013a, 2012,
2013b).

However, kernel methods are still not widely adopted because of
the high computational cost when dealing with large scale problems,
such as the inversion of radiative transfer models or the classification
of high spatial-spectral-temporal resolution data. Roughly speaking,
given n examples available to develop the models, kernel methods
typically need to store in memory kernel matrices K of size n × n
and to process them using standard linear algebra tools (matrix
inversion, factorization, eigendecomposition, etc.). This is an impor-
tant constraint that hamper its applicability to large scale EO data
processing.

In this paper, we introduce a kernel method for efficiently approx-
imate kernels, that make nonlinear classification possibly with mil-
lions of examples. We will focus on the two most relevant EO data
problems: statistical retrieval of bio-geo-physical parameters and
image classification problems. The method proposes an explicit map-
ping function defined through a set of projections randomly sampled
from the Fourier domain. It is proved to approximate the implicit
mapping of a kernel function, K. This allows to deal with large-scale
data but taking advantage of kernel methods. The method is sim-
ple, computationally very efficient in both memory and processing
costs, and easily parallelizable through standard divide-and-conquer
strategies as the ones proposed in Zhang et al. (2013).

The contributions of this paper are as follows: (1) the introduc-
tion to the remote sensing community of this new efficient method
to perform nonlinear regression and classification; (2) the exten-
sion of the method to work with other than Fourier bases, such
as wavelets, stumps, and Walsh expansions that can cope with
other data characteristics; and (3) to give experimental evidences
in several illustrative and challenging real problems in EO data pro-
cessing: atmospheric and biophysical parameter retrieval, model
inversion and emulation of radiative transfer models, and remote
sensing image classification using data from multispectral data. In
particular, we will show that kernel regression/classification is now
possible in applications involving datasets with millions of examples
and high dimensionality. The efficiency, accuracy and effectiveness
of the technique is illustrated in atmospheric parameter retrieval
from hyperspectral infrared sounders like IASI, large scale emulation
and inversion of the familiar PROSAIL radiative transfer model on
Sentinel-2 data, and the identification of clouds over landmarks in
time series of MSG/Seviri images. In addition, we will show that the
method is very simple to implement, computationally very efficient
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