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a b s t r a c t

Understanding the historical events that shaped current genomic diversity has applications in historical,
biological, andmedical research. However, the amount of historical information that can be inferred from
genetic data is finite, which leads to an identifiability problem. For example, different historical processes
can lead to identical distribution of allele frequencies. This identifiability issue casts a shadow of uncer-
tainty over the results of any study which uses the frequency spectrum to infer past demography. It has
been argued that imposingmild ‘reasonableness’ constraints on demographic histories can enable unique
reconstruction, at least in an idealized setting where the length of the genome is nearly infinite. Here,
we discuss this problem for finite sample size and genome length. Using the diffusion approximation, we
obtain bounds on likelihooddifferences between similar demographic histories, anduse them to construct
pairs of very different reasonable histories that produce almost-identical frequency distributions. The
finite-genome problem therefore remains poorly determined even among reasonable histories, where
fits to few-parameter models produce narrow parameter confidence intervals, large uncertainties lurk
hidden by model assumption.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction1

Genetic variation across individuals contains information about2

the evolutionary and demographic history of populations. A simple3

and efficient summary statistic of genomic variation commonly4

used in inference studies of population demography is the allele5

frequency spectrum, describing the proportion of segregating sites6

as a function of thepopulation frequency of the derived allele (Grif-7

fiths, 2003; Marth et al., 2004; Gutenkunst et al., 2009; Lukić et8

al., 2011; Kim et al., 2014; Terhorst and Song, 2015). Several com-9

putational models have been proposed to reconstruct historical10

population sizes that are consistent with observed allele frequency11

spectra (Voight et al., 2005; Pickrell and Pritchard, 2012; Lukić12

and Hey, 2012; Excoffier et al., 2013; Gravel et al., 2013; Gao and13

Keinan, 2015; Jouganous et al., 2017). Under the assumption of14

a neutral Wright–Fisher model, these inferred histories are often15

taken to be representative of the effective historical population16

sizes (Gravel et al., 2011; Tennessen et al., 2012; Keinan and Clark,17

2012; Gravel et al., 2013; Gazave et al., 2014). They are also used as18

baselinemodels to identify regions under selection (Williamson et19

al., 2005; Lohmueller et al., 2008; Ronen et al., 2013) and to predict20
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patterns of deleterious variation in human genomes (Simons et al., 21

2014; Do et al., 2015; Gravel, 2016). 22

However, Myers et al. (2008) showed that the solution to this 23

inference problem is not unique. To illustrate this, they constructed 24

a family of distinct demographic historieswhose frequency spectra 25

under neutralWright–Fisher evolution are identical for any sample 26

size. This poses a serious practical challenge, since a demographic 27

model that fits well the observed neutral diversity is not guaran- 28

teed to be historically accurate or to provide an appropriate model 29

for deleterious variation. 30

On the other hand, Bhaskar and Song (2014) have ar- 31

gued that the families of demographic models constructed by 32

Myers et al. are not biologically realistic, because they re- 33

quire historical population sizes that oscillate on arbitrarily 34

short time-scales. They proved that we can uniquely reconstruct 35

the underlying demography from the allele frequency spectrum 36

if (i) we limit our search to historical population sizes that 37

are piecewise-continuous functions of time with a given maxi- 38

mum number of oscillations, (ii) we have enough samples, and 39

(iii) we assume an infinitely long genome (Bhaskar and Song, 40

2014). 41

(Myers et al., 2008; Bhaskar and Song, 2014) are both correct, 42

but they send different messages regarding the reliability of in- 43

ferredhistories. Does theproblemof identifiability raised by Myers 44

et al. (2008) bear on applied inference, or should it be considered 45
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a purely theoretical result about a class of pathological functions1

with little biological relevance?2

In this article, we seek to resolve this question by addressing3

the identifiability problem in more realistic scenarios where both4

sample size and genome length are finite. Recent work by Terhorst5

and Song (2015) has started to address this question by providing6

strict bounds on the accuracy of demographic inference based on7

the allele frequency spectrum. In particular, they have focused8

on the possibility of reconstructing history prior to a bottleneck,9

which is challenging because of the lost diversity (and thus lost10

information) during the bottleneck.11

Extending this work to situations with arbitrary demographies,12

we argue that the problem remains poorly determined, even with-13

out bottlenecks, in the sense that vastly different population his-14

tories can produce statistically indistinguishable allele frequency15

spectra. Ancient history differences are most difficult to detect, as16

expected, but we also explain how the approach of Myers et al. can17

be modified to construct well-behaved, practically indistinguish-18

able histories with somewhat more recent differences.19

Our arguments are based on two simple observations. First,20

similar histories should produce similar frequency spectra. Second,21

the Myers et al. family of functions may exhibit infinitely fast22

oscillations, but, given the extremely small amplitude of these23

oscillations, they can be replaced by smooth, non-oscillating func-24

tionswith tiny effect on the frequency spectrum. Thusmacroscopi-25

cally different histories can producemicroscopic differences in the26

frequency distribution. These small differences could in principle27

be detected given an infinitely long genome, as per the Bhaskar and28

Song result, but they could not be detected given a finite genome of29

realistic length. To prove this,we first produce upper bounds on the30

differences between frequency spectra produced by two similar31

demographic models, and on the likelihood ratio between the two32

models given an observed frequency spectrum.Using these bounds33

and the family of functions given by Myers et al., we construct a34

family of plausible demographic histories that are very distinct but35

practically indistinguishable.36

The main practical message from this study is that any demo-37

graphic inference study based on the frequency spectrum must38

have large zones of uncertainty. These can be detected, in principle,39

by exploring the likelihood surface over the space of all possible40

functions. However, most inference studies use few-parameter de-41

mographicmodels and estimate parameter uncertainties assuming42

that these models are correct. In such studies, an excellent fit43

with small parameter uncertainties can still mask a model that is44

completely wrong.45

This paper is organized as follows. We present an intuitive46

discussion regarding identifiable demographies in Section 2, dis-47

cussing the properties of the construction of Myers et al. (2008).48

In Section 3, we provide the preliminary theory necessary for our49

analysis. We formally derive a bound on the change in the allele50

frequency spectrum due to a change in the population size history51

in Section 4, both for infinite and finite genome length, and discuss52

the relationship with Terhorst and Song (2015).53

2. The diffusion approximation and the identifiability problem54

The evolution of the allele frequency spectrum P(y, t) for a large
randomlymating populationwithWright–Fisher reproduction can
bemodelled through a diffusion process (Kimura, 1964), whichwe
write as
∂

∂t
P(y, t) =

1
2

∂2

∂y2

[
y(1 − y)
2N(t)

P(y, t)
]

+ 2N(t)µ δ

(
y −

1
2N(t)

)
(1)

where 0 < y < 1 is the allele frequency in the population,
µ is the mutation rate per generation, N(t) is the size of the
population at time t (measured in generations), and δ(·) is the
Dirac delta function. We assume that the population size is large
enough that the frequency y can be approximated by a continuous
variable. In this formulation, the first term on the right-hand side
describes the effect of genetic drift and the second describes that
of new mutations entering the population with initial frequency
1/2N(t). The diffusion equation can also be written in ‘‘genetic’’ or
‘‘diffusion’’ time, τ (t) =

∫ t
0 dt ′/2N(t ′), in which drift occurs at a

constant rate, i.e.,

∂
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where Ñ(τ ) = N(t(τ )). 55

The frequency spectrum P(y, τ ) depends on Ñ(τ ) and therefore 56

contains information about the population size history. The prob- 57

lem of identifiability of demographic histories, raised by Myers 58

et al. (2008), is that two different histories Ñ1(τ ) and Ñ2(τ ) can 59

lead to identical frequency spectra. Concretely, Myers et al. (2008) 60

considered functions Ñ2(τ ) of the form 61

Ñ2(τ ) = Ñ1(τ ) + αN0 F (τ ) (3) 62

where α is a constant and N0 denotes the current population size.
They showed that histories Ñ1(τ ) and Ñ2(τ ) would lead to identical
allele frequency spectra if the function F (τ ) obeys∫

∞

0
F (τ ) e−λiτdτ = 0 with λi = (i + 1)(i + 2)/2

for i ∈ {0, 1, 2, . . .}. (4)

They also showed that such functions exist and constructed an 63

example, F2(τ ) =
∫ τ

0 f0(τ − x)f1(x)dx where f0(τ ) = exp(−1/τ 2) 64

and f1(τ ) =
[
cos(π2/τ ) exp(−τ/8)

]
/
√

τ , which is displayed in the 65

left panel of Fig. 1 (they set α = −9 to ensure that Ñ2(τ ) is strictly 66

positive). Since Ñ2(τ ) cannot be distinguished from Ñ1(τ ) based 67

on the allele frequency spectrum, the inference problem is poorly 68

determined. 69

However, Bhaskar and Song (2014) pointed out that adding 70

multiples of F2(τ ) to any smooth history Ñ1(τ ) leads to unrealistic 71

population histories that oscillate increasingly rapidly as τ → 72

0+. In fact, they showed that any function satisfying Eq. (4) must 73

exhibit an infinite number of sign changes. As such, any population 74

size history function constructed by linear combinations of F (τ ) is 75

biologically unrealistic. They further proved that there is a unique 76

solution to the inference problem in a very general class of realistic 77

model functions. Thus, their argument offers the reassuring mes- 78

sage that histories can, in fact, be uniquely reconstructed ifwe limit 79

ourselves to biologically plausible histories and have sufficient 80

data. 81

But how much data do we need? The oscillations near τ = 0 82

in F2(τ ) are so small that they are barely noticeable in the inset 83

within the left panel of Fig. 1 [for example, F2(τ = 0.5) ∼ 10−12]. It 84

seemsunlikely that theseminuscule oscillations are relevant to our 85

ability to reconstruct demographic histories. We expect (and show 86

below) that replacing unrealistic small-amplitude oscillations by a 87

realistic constant value would have an insignificant effect on the 88

resulting spectrum. The resulting history is very different from 89

a constant-sized history but would produce a nearly identical 90

spectrum. If we formulate the inference problem in terms ofmodel 91

likelihoods, the Myers et al. construction shows that the likelihood 92

surface is exactly flat along some directions in the space of all 93

histories. Bhaskar and Song show that such flat directions are not 94
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