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Locally recoverable codes are error-correcting codes allowing 
local recovery of lost encoded data in a codeword. We give a 
method to construct locally recoverable codes from rational 
maps between affine spaces, whose fibres are used as recovery 
sets. The recovery of erasures is carried out by Lagrangian 
interpolation in general and simply by one addition in some 
good cases. We first state the general construction of these 
codes and study its main properties. Next we apply it to 
several types of codes, including algebraic geometry codes, 
Reed–Muller, and other related codes. The existence of several 
recovering sets for the same coordinate and the possibility 
of recover more than one erasure at the same time are also 
treated.
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1. Introduction

Error-correcting codes are used to detect and correct any errors occurred during the 
transmission of information. A linear code of length n over the finite field Fq is a linear 
subspace C of Fn

q . If C has dimension k and minimum Hamming distance d we say that 
it is a [n, k, d] code.

Locally recoverable (LRC) error-correcting codes were introduced in [5] motivated by 
the recent and significant use of coding techniques applied to distributed and cloud 
storage systems. Roughly speaking, local recovery techniques enable us to repair lost 
encoded data by a local procedure, which means by making use of small amount of data 
instead of all information contained in a codeword.

Let C be a [n, k, d] code over Fq. Given a vector x ∈ F
n
q and a subset R ⊆ {1, . . . , n}, we 

write xR = prR(x) and CR = prR(C), where prR is the projection on the coordinates of R. 
A coordinate i ∈ {1, . . . , n} is locally recoverable with locality r if there is a recovering 
set R(i) ⊆ {1, . . . , n} with i /∈ R(i) and #R(i) = r, such that for any codeword x ∈ C, 
an erasure in position i can be recovered by using the information of xR(i). That is to 
say, if for all x, y ∈ C, xR(i) = yR(i) implies xi = yi. The code C has all-symbol locality
r if any coordinate is locally recoverable with locality at most r. We use the notation 
([n, k], r) to refer to the parameters of such a code C.

The notion of local recoverability can be extended in two directions as follows: First 
it can be desirable to dispose of codes with multiple recovering sets for each coordinate 
[16]. The code C is said to have t recovering sets if for each coordinate i there exist 
disjoint sets R(i, j), j = 1, . . . , t, such that #R(i, j) ≤ rj and the coordinate xi can be 
recovered from the coordinates of prR(i,j)(x) for all x ∈ C, as above. In this case C has 
locality (r1, . . . , rt). The existence of several recovering sets is known as the availability
problem. Secondly we may need to recover more than one erasure at the same time. We 
say that C has the (ρ, r) locality property if for each coordinate i there is a subset R̄(i)
containing i such that #R̄(i) ≤ r + ρ − 1 and ρ − 1 erasures in xR̄(i) can be recovered 
from the remaining coordinates of xR̄(i).

It is clear that every code of minimum distance d > 1 is in fact an LRC code able to 
recover ρ = d − 1 erasures, simply by taking R̄(i) = {1, 2, . . . , n}. But such recovering 
sets do not fit into the philosophy of local recovery. We are interested in codes allowing 
smaller recovering sets (in relation to their parameters). It is simple to verify that the 
(smallest) locality r of an [n, k, d] code C satisfies d⊥ − 1 ≤ r ≤ k, where d⊥ is the dual 
distance of C. Furthermore we have the following Singleton-like bound: the locality of C
obeys the relation (see [5])

⌈
k

r

⌉
≤ n− k − d + 2. (1)

Codes reaching equality are called Singleton-optimal (or simply optimal) LRC codes, 
since they have the best possible relationship between these parameters. The number 
Δ = n − k− d + 2 − �k/r� is the optimal defect (or simply defect) of C. Similarly we say
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