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There is a large literature on the asymptotic distribution of 
numbers free of large prime factors, so-called smooth or friable
numbers. But there is very little known about this distribu-
tion that is numerically explicit. In this paper we follow the 
general plan for the saddle point argument of Hildebrand and 
Tenenbaum, giving explicit and fairly tight intervals in which 
the true count lies. We give two numerical examples of our 
method, and with the larger one, our interval is so tight we 
can exclude the famous Dickman–de Bruijn asymptotic esti-
mate as too small and the Hildebrand–Tenenbaum main term 
as too large.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

For a positive integer n > 1, denote by P (n) the largest prime factor of n, and let 
P (1) = 1. Let Ψ(x, y) denote the number of n ≤ x with P (n) ≤ y. Such integers n
are known as y-smooth, or y-friable. Asymptotic estimates for Ψ(x, y) are quite useful 
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in many applications, not least of which is in the analysis of factorization and discrete 
logarithm algorithms.

One of the earliest results is due to Dickman [6] in 1930, who gave an asymptotic
formula for Ψ(x, y) in the case that x is a fixed power of y. Dickman showed that

Ψ(x, y) ∼ xρ(u) (y → ∞, x = yu) (1.1)

for every fixed u ≥ 1, where ρ(u) is the “Dickman–de Bruijn” function, defined to be the 
continuous solution of the delay differential equation

uρ′(u) + ρ(u− 1) = 0 (u > 1),

ρ(u) = 1 (0 ≤ u ≤ 1).

There remain the questions of the error in the approximation (1.1), and also the case 
when u = log x/ log y is allowed to grow with x and y. In 1951, de Bruijn [3] proved that

Ψ(x, y) = xρ(u)
(
1 + Oε

( log(1 + u)
log y

))

holds uniformly for x ≥ 2, exp{(log x)5/8+ε} < y ≤ x, for any fixed ε > 0. After 
improvements in the range of this result by Maier and Hensley, Hildebrand [10] showed 
that the de Bruijn estimate holds when exp({(log log x)5/3+ε}) ≤ y ≤ x.

In 1986, Hildebrand and Tenenbaum [11] provided a uniform estimate for Ψ(x, y) for 
all x ≥ y ≥ 2, yielding an asymptotic formula when y and u tend to infinity. The starting 
point for their method is an elementary argument of Rankin [17] from 1938, commonly 
known now as Rankin’s “trick”. For complex s, define

ζ(s, y) =
∑
n≥1

P (n)≤y

n−s =
∏
p≤y

(1 − p−s)−1

(where p runs over primes) as the partial Euler product of the Riemann zeta function 
ζ(s). In the case that s = σ is real and 0 < σ < 1, we have

Ψ(x, y) =
∑
n≤x

P (n)≤y

1 ≤
∑

P (n)≤y

(x/n)σ = xσζ(σ, y). (1.2)

Then σ can be chosen optimally to minimize xσζ(σ, y).
Let

φj(s, y) = ∂j

∂sj
log ζ(s, y).

The function



Download English Version:

https://daneshyari.com/en/article/8897117

Download Persian Version:

https://daneshyari.com/article/8897117

Daneshyari.com

https://daneshyari.com/en/article/8897117
https://daneshyari.com/article/8897117
https://daneshyari.com

