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This paper concerns the computation of the Drazin inverse of 
a complex time-varying matrix. Based on two Zhang functions 
constructed from two limit representations of the Drazin 
inverse, we present two complex Zhang neural network (ZNN) 
models with the Li activation function for computing the 
Drazin inverse of a complex time-varying square matrix. We 
prove that our ZNN models globally converge in finite time. 
In addition, upper bounds of the convergence time are derived 
analytically via the Lyapunov theory. Our simulation results 
verify the theoretical analysis and demonstrate the superiority 
of our ZNN models over the gradient-based GNN models.

© 2017 Elsevier Inc. All rights reserved.

* Corresponding author.
E-mail addresses: qiao@cas.mcmaster.ca (S. Qiao), 14130180001@fudan.edu.cn (X.-Z. Wang), 

ymwei@fudan.edu.cn, yimin.wei@gmail.com (Y. Wei).
1 The author is partially supported by the Shanghai Key Laboratory of Contemporary Applied 

Mathematics of Fudan University and International Cooperation Project of Shanghai Municipal Science 
and Technology Commission under grant 16510711200.
2 This author is supported by International Cooperation Project of Shanghai Municipal Science and 

Technology Commission under grant 16510711200.

http://dx.doi.org/10.1016/j.laa.2017.03.014
0024-3795/© 2017 Elsevier Inc. All rights reserved.

http://dx.doi.org/10.1016/j.laa.2017.03.014
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/laa
mailto:qiao@cas.mcmaster.ca
mailto:14130180001@fudan.edu.cn
mailto:ymwei@fudan.edu.cn
mailto:yimin.wei@gmail.com
http://dx.doi.org/10.1016/j.laa.2017.03.014


JID:LAA AID:14090 /FLA [m1L; v1.209; Prn:22/03/2017; 17:12] P.2 (1-17)
2 S. Qiao et al. / Linear Algebra and its Applications ••• (••••) •••–•••

1. Introduction

The Drazin inverse has many applications, such as singular differential or difference 
equations and Markov chains. Iterative methods for computing the matrix Drazin inverse 
can be found in [5,6,11,35–37].

The neural network approach to parallel computing and signal processing has been 
successfully developed through a variety of neurodynamic models with learning capabil-
ities [14,22]. Various types of neural networks have been introduced to solve systems of 
linear algebraic equations.

A number of nonlinear and linear Hopfield-type recurrent neural network models 
were recently developed for computing the regular inverse of a nonsingular matrix and 
the generalized inverses of a full-rank rectangular matrix, see [17,24,29,30]. A method 
with high convergence rate for finding approximate inverses of nonsingular matrices 
was suggested and established analytically in [25]. In particular, a feedforward neural 
network architecture for computing the Drazin inverse AD of a square matrix A was 
proposed in [8]. Various recurrent neural networks (RNN) for computing the generalized 
inverses of rank-deficient matrices are presented in [31,34]. In [28], an RNN with linear 
activation functions for computing the Drazin inverse of a square matrix was proposed by 
Stanimirović, Zivković and Wei. The dynamic equation and its corresponding artificial 
RNN for computing the Drazin inverse of a square real matrix, with no restrictions on 
its eigenvalues, were presented in [27]. Four gradient-based recurrent neural networks 
(RNNs) for computing the Drazin inverse of a square real matrix were developed in [32].

A new type of complex-valued Zhang neural network (ZNN) was proposed and inves-
tigated in [20]. The ZNN models for computing the Moore–Penrose inverse of an online 
time-varying and full-rank matrix are investigated and analyzed in [42]. The design of 
the ZNN models is based on an indefinite error-monitoring function, called Zhang func-
tion (ZF), which can be real, complex, positive, zero, negative or unbounded. The ZF 
plays an important role in the development of the ZNN, and largely enriches the theory 
of the ZNN.

Complex matrices occur in situations where the problem contains online frequency 
domain identification processes, or the input signals incorporate both the magnitude 
and phase information [15,26]. Thus, problems in the complex domain have attracted 
extensive attention, [3,12,13,15,16,26,38]. Furthermore, there are applications involving 
the computation of the Drazin inverse of a time-varying matrix [1,4,41]. Two types of 
the ZNN models with various activation functions for computing the online time-varying 
Drazin inverse were proposed, investigated and analyzed by Wang, Wei and Stanimirović 
in [33].

In this paper, based on the idea of the ZF, we design two ZNNs for the online solution 
of the Drazin inverse of a time-varying complex matrix. In addition, inspired by the study 
of finite-time convergence [2,18,19,21,23,39], we use a novel activation function, called 
the Li activation function [18,19,21], to accelerate the ZNN to finite-time convergence to 
the Drazin inverse of a time-varying complex matrix.
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