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a b s t r a c t

Westudy the L∞-approximation ofd-variate functions fromHilbert
spaces via linear functionals as information. It is a common phe-
nomenon in tractability studies that unweighted problems (with
each dimension being equally important) suffer from the curse of
dimensionality in the deterministic setting, that is, the number
n(ϵ, d) of information needed in order to solve a problem within
a given accuracy ϵ > 0 grows exponentially in d. We show that for
certain approximation problems in periodic tensor product spaces,
in particular Korobov spaces with smoothness r > 1/2, switching
to the randomized setting can break the curse of dimensional-
ity, now having polynomial tractability, namely n(ϵ, d) ⪯ ϵ−2

d (1 + log d). Similar benefits from Monte Carlo methods in terms
of tractability have only been known for integration problems
so far.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

Concerning the problem of computing the integral INT(f ) :=
∫

[0,1]d f (x) dx of a function f :

[0, 1]d → R based on information from n function evaluations, it is known that for many classes
of input functions deterministic methods suffer from the curse of dimensionality, that is, the num-
ber ndet(ε, d) of function values needed in order to guarantee some given accuracy ε > 0 grows
exponentially in d. One example of such input classes where the curse holds, are C r -functions with
bounded partial derivatives, see Hinrichs et al. [12]. Another type of problems can be formulated
with functions that are bounded in the norm of certain unweighted tensor product Hilbert spaces,
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see Novak and Woźniakowski [25, Chapter 16]. Usually, the standard Monte Carlo method,

Mn(f ) :=
1
n

n∑
i=1

f (Xi), Xi
iid
∼ unif([0, 1]d), (1)

can be used to bound the complexity in the randomized setting, nran(ε, d) ≤ ⌈ε−2
⌉, if functions

under consideration are bounded in the L2-norm, ∥f ∥2 ≤ 1. Offering an upper bound which is
independent from d and polynomial in ε−1, these problems are strongly polynomially tractable when
using Monte Carlo. It has been unknown so far whether there exist d-variate function approximation
problems where Monte Carlo methods may help in a similar way. Function approximation problems
seem to be more difficult than integration problems, because instead of just a single real number
(namely the integral value) we aim to find a representation for a function. There are examples of
function approximation problems where Monte Carlo methods do not improve tractability, namely
uniform approximation of certain classes of C∞-functions, see [16], or [17, Section 2.4.2] for an
extended discussion. In contrast, the aim of the present paper is to present an example of function
approximation problems where the curse of dimensionality does hold for deterministic methods,
but Monte Carlo methods achieve polynomial tractability with nran(ε, d) ⪯ ε−2 d (1 + log d), hence
breaking the curse. Somewhere in between integration and approximation is the paper of Heinrich
and Milla [11] on indefinite integration of Lp-functions, where the output is Banach space valued.
In that setting only randomized methods can solve the problem — and actually provide polynomial
tractability.

In this paper we study the uniform approximation in Hilbert spaces Hd of functions on a
d-dimensional domain, APP : Hd ↪→ L∞, based on information from n linear functionals. This type of
embeddings is a special case of a linear problem S : F → G where F and G are Banach spaces. (For
simplicity,we restrict to Banach spaces over the reals.) A general deterministic approximationmethod
for such a problem is amap An : F

N
→ Rn φ

→ Gwith an information operatorN(f ) = (L1(f ), . . . , Ln(f )),
where the Li are continuous linear functionals acting on F . (One could think about choosing the
information functionals adaptively, but this will not be necessary in the context of this paper.) The
error of a deterministic method is defined by the worst case,

e(An, S) := sup
∥f ∥F≤1

∥Sf − An(f )∥G.

Randomizedmethods are families (Aωn )ω of suchmappings, indexed by a random elementω ∈ Ω from
a suitable probability space (Ω,Σ,P), we suppose sufficientmeasurability. The error for a single input
is now averaged over ω, we define

e((Aωn )ω, S) := sup
∥f ∥F≤1

E∥Sf − Aωn (f )∥G.

For the two algorithmic settings, the nth minimal error, that is the error achievable by optimal
algorithms that use n pieces of information, is denoted by

edet(n, S) := inf
An

e(An, S), and eran(n, S) := inf
(Aωn )ω

e((Aωn )ω, S).

The initial error e(0, S) = ∥S∥F→G coincides for both settings. Tractability studies put the focus
on the inverse notion ε-complexity, namely, the (worst case) deterministic complexity ndet(ε, S) is
the minimal n ∈ N0 for which we can find a deterministic algorithm An that guarantees an error
smaller than or equal ε > 0, analogously we have the Monte Carlo complexity nran(ε, S) using
randomized algorithms. In tractability, the complexity (in either algorithmic setting) is regarded as a
function n(ε, d) = n(ε, Sd) for families (Sd)d∈N of problems with dimensional parameter d. For more
details on these and related notions from information-based complexity (IBC), see the books [24,32].

Section 2 is a collection of abstract tools for understanding L∞-approximation in Hilbert spaces
of functions on general domains. Precisely, these spaces have to be reproducing kernel Hilbert spaces
(RKHS), see Section 2.2 for a brief overview. The upper Monte Carlo bound we use links the Monte
Carlo complexity to the expectedmaximumnormof the Gaussian processΨ associatedwith the given
RKHS,

nran(n,H ↪→ L∞) ≤ ⌈4 (E∥Ψ ∥∞)2 ε−2
⌉,



Download English Version:

https://daneshyari.com/en/article/8898496

Download Persian Version:

https://daneshyari.com/article/8898496

Daneshyari.com

https://daneshyari.com/en/article/8898496
https://daneshyari.com/article/8898496
https://daneshyari.com

