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a b s t r a c t

We call shifted power a polynomial of the form (x − a)e. The
main goal of this paper is to obtain broadly applicable criteria
ensuring that the elements of a finite family F of shifted powers
are linearly independent or, failing that, to give a lower bound
on the dimension of the space of polynomials spanned by F . In
particular, we give simple criteria ensuring that the dimension of
the span of F is at least c.|F | for some absolute constant c < 1.
We also propose conjectures implying the linear independence of
the elements of F . These conjectures are known to be true for the
field of real numbers, but not for the field of complex numbers. The
verification of these conjectures for complex polynomials directly
imply new lower bounds in algebraic complexity.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

In this article, we consider families of univariate polynomials of the form:

F = {(x − ai)ei : 1 ≤ i ≤ s},

where ei ∈ N and the ai belong to a field K of characteristic 0. An element of F will be called a
shifted power (polynomials of this form are also called affine powers in [7]). We always assume that
(ai, ei) ̸= (aj, ej) for i ̸= j, i.e. that F does not contain the same element twice.
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The main goal of this paper is to obtain broadly applicable criteria ensuring that the elements
of F are linearly independent or, failing that, to give a lower bound on the dimension of the space of
polynomials spanned by F . For instance, we have the followingwell-known result for the case of equal
exponents.

Proposition 1.1 (Folklore). For any integer d, for any distinct (ai) ∈ Kd+1, the family {(x−a0)d, . . . , (x−

ad)d} is a basis of the space of polynomials of degree at most d.

This can be shown for instance by checking that the Wronskian determinant of the family is
not identically 0. Nullity of the Wronskian is a necessary and sufficient condition for the linear
independence of polynomials [3,4,12], so our problem always reduces in principle to the verification
that theWronskian of F is nonzero. Unfortunately, the resulting determinant looks hardlymanageable
in general. As a result, little seems to be known in the case of unequal exponents (the case of equal
exponents is tractable because the Wronskian determinant becomes a Vandermonde matrix after
multiplication of rows by constants). One exception is the so-called Jordan’s lemma [8] (see [9, Lemma
1.35] for a recent reference), which provides the following generalization of Proposition 1.1:

Lemma 1.2. Let d ∈ Z+, e1, . . . , et ∈ {1, . . . , d}, and let a1, . . . , at ∈ K be distinct constants. If∑t
i=1(d + 1 − ei) ≤ d + 1, then the elements of

t⋃
i=1

{
(x − ai)ei , (x − ai)ei+1, . . . , (x − ai)d

}
are linearly independent.

So far, we have only discussed sufficient conditions for linear independence. The following ‘‘Pólya
condition’’ is an obvious necessary condition:

Definition 1.3. For a sequence e = (e1, . . . , es) of integers, let ni = |{j : ej < i}|. We say that e satisfies
the Pólya condition if ni ≤ i for all i.

For a family F = {(x−ai)ei : 1 ≤ i ≤ s}, we say that F satisfies the Pólya condition if e = (e1, . . . , es)
does.

The name Pólya condition is borrowed from the theory of Birkhoff interpolation [14,6]. This neces-
sary condition for linear independence is not sufficient: for instance we have the linear dependence
relation (x+1)2− (x−1)2−4x = 0. As we shall see later, the Pólya condition turns out to be sufficient
in a probabilistic sense: if the shifts ai are taken uniformly at random, the resulting family is linearly
independentwith high probability. As pointed out above, little is known about deterministic sufficient
conditions for linear independence. But there is an exception when K is the field of real numbers: in
this case, some recent progresswasmade in [6] thanks to a connection between Birkhoff interpolation
and linear independence of shifted powers.

In particular, the authors showed that the Pólya condition is only a factor of 2 away from being
also a sufficient condition for linear independence:

Theorem 1.4 (Theorem 3 in [6]). Let F and the ni’s be as in Definition 1.3, and let d = max ei. If all the ai’s
are real, and n1 ≤ 1, nj + nj+1 ≤ j+ 1 for all j = 1 . . . d, then the elements of F are linearly independent.

They also gave an example of linear dependence that violates only one of the inequalities of
Theorem 1.4, showing that this result is essentially optimal.

Theorem 1.4 fails badly over the field of complex numbers, as shown by this example from [6].

Proposition 1.5. Take k ∈ Z+ and let ξ be a kth primitive root of unity. Then, for all d ∈ Z+ and allµ ∈ C
the following equality holds:

k∑
j=1

ξ j(x + ξ jµ)d =

∑
i≡−1 (mod k)

0≤i≤d

k
(
d
i

)
µixd−i. (1)
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