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Abstract

We present new conditions for asymptotic stability and exponential stability of a class of stochastic
recurrent neural networks with discrete and distributed time varying delays. Our approach is based on the
method using fixed point theory, which do not resort to any Liapunov function or Liapunov functional.
Our results neither require the boundedness, monotonicity and differentiability of the activation functions
nor differentiability of the time varying delays. In particular, a class of neural networks without stochastic
perturbations is also considered. Examples are given to illustrate our main results.
© 2017 Elsevier Inc. All rights reserved.
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1. Introduction and main results

Neural networks have received an increasing interest in various areas [3,5]. The stability of
neural networks is critical for signal processing, especially in image processing and solving some
classes of optimization problems [4,13,32,33]. For the stochastic effects to the dynamical behav-
iors of neural networks, Liao and Mao [11,12] initiated the study of stability and instability of
stochastic neural networks.

Due to the finite switching speed of neurons and amplifiers, time delays which may lead to
instability and bad performance in neural processing and signal transmission are commonly en-
countered in both biological and artificial neural networks. In addition, neural networks usually
have a spatial extent due to the presence of a multitude of parallel pathways with a variety of
axon sizes and lengths [27]. Thus there will be a distribution of conduction velocities along these
pathways and a distribution of propagation delays [34]. In these circumstances the signal prop-
agation is not instantaneous and may not be suitably modeled with discrete delays. Therefore,
a more appropriate way which incorporates continuously distributed delays in neural network
models has been used. Further, due to random fluctuations and probabilistic causes in the net-
work, noises do exist in a neural network. Thus, it is necessary and rewarding to study stability
properties of stochastic delayed neural networks.

Liapunov’s direct method has long been viewed the main classical method of studying stabil-
ity problems in many areas of differential equations. The success of Liapunov’s direct method
depends on finding a suitable Liapunov function or Liapunov functional. However, it may be
difficult to look for a good Liapunov functional for some classes of stochastic delay differential
equations. Therefore, an alternative may be explored to overcome such difficulties.

It was proposed by Burton [2] and his co-workers to use a fixed point method to study the
stability problem for deterministic systems. Luo [16] and Appleby [1] have applied this method
to deal with the stability problems for stochastic delay differential equations, and afterwards,
a great number of classes of stochastic delay differential equations are investigated by using
fixed point methods, see, for example, [3,17,18,21,22]. It turns out that the fixed point method is a
powerful technique in dealing with stability problems for deterministic and stochastic differential
equations with delays. Moreover, it has an advantage that it can yield the existence, uniqueness
and stability criteria of the considered system in one step.

In this paper, we consider a general class of stochastic neural networks with discrete and
distributed varying delays which is described by
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