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a b s t r a c t 

In this paper, for solving systems of nonlinear equations, we develop a family of two-step 

third order methods and introduce a technique by which the order of convergence of many 

iterative methods can be improved. Given an iterative method of order p ≥ 2 which uses 

the extended Newton iteration as a predictor, a new method of order p + 2 is constructed 

by introducing only one additional evaluation of the function. In addition, for an iterative 

method of order p ≥ 3 using the Newton iteration as a predictor, a new method of order 

p + 3 can be extended. Applying this procedure, we develop some new efficient methods 

with higher order of convergence. For comparing these new methods with the ones from 

which they have been derived, we discuss the computational efficiency in detail. Several 

numerical examples are given to justify the theoretical results by the asymptotic behaviors 

of the considered methods. 

© 2018 Elsevier Inc. All rights reserved. 

1. Introduction 

The construction of iterative methods for solving systems of nonlinear equations is important in numerical analysis and 

applied scientific branches. For a given nonlinear system F ( x ): D ⊆R n → R n , we consider the problem of solving F (x ) = 0 with 

n equations and n unknowns, that is, finding a vector α = (α1 , α2 , . . . , αn ) 
t such that F (α) = 0 , where 

F (x ) = ( f 1 (x ) , f 2 (x ) , . . . , f n (x )) t , and x = (x (1) , x (2) , . . . , x (n ) ) 
t . 

The most widely used algorithm for this problem is the classical Newton’s method [17] when the function F is continuously 

differentiable and the initial approximation x 0 is close enough to α. It is given by 

x k +1 = x k − F ′ (x k ) 
−1 F (x k ) , k = 0 , 1 , 2 , . . . , (1.1) 

where F ′ (x ) −1 is the inverse of first Fréchet derivative F ′ ( x ) of the function F ( x ). 

So far, a great number of efficient methods have been proposed to improve the order of convergence and reduce the 

computational cost in the literature; see, for example, [3–13,16,20–22] and references therein. In numerical analysis, one 

should also take account of computational cost when developing new iterative methods. A general rule is achieving as high 

as possible convergence order requiring as small as possible the evaluations of functions, derivatives and matrix inversions. 
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In recent years, some researchers also payed their attention to the discovery of general laws for accelerating the conver- 

gence of iterative methods. For solving a nonlinear equation, Kou et al. [15] made a third order method be a fifth order one 

by the construction 

x k +1 = u k +1 − f (u k +1 ) / f ′ (y k ) , 

where y k = x k − f (x k ) / f ′ (x k ) , and u k +1 = g 3 (x k ) is the iteration function of a third order method. Cordero et al. [2] extended 

it to solve nonlinear systems. They introduced a technique by which the order of convergence p ( p ≥ 2) of any given iterative 

method using the Newton iteration as a predictor can be improved to p + 2 by the procedure 

z k = φ(x k , y k ) , 

x k +1 = z k − F ′ (y k ) 
−1 F (z k ) , (1.2) 

where y k = x k − F ′ (x k ) 
−1 F (x k ) is the classical Newton iteration, and z k = φ(x k , y k ) is the iteration function of a method of 

order p . 

It is apparent that the procedure (1.2) can be applied only when the Newton iteration is used as a predictor. However, 

there are plenty of iterative methods which use the extended Newton iteration y k = x k − aF ′ (x k ) 
−1 F (x k ) for a � = 0 as a pre- 

dictor. For example, Sharma and Arora [20] proposed a fourth order method defined by 

y k = x k −
2 

3 

F ′ (x k ) 
−1 F (x k ) , 

z k = x k −
[ 

23 

8 

I − F ′ (x k ) 
−1 F ′ (y k ) 

(
3 I − 9 

8 

F ′ (x k ) 
−1 F ′ (y k ) 

)] 
F ′ (x k ) 

−1 F (x k ) , (1.3) 

and extended it to be a sixth order method by 

x k +1 = z k −
(

5 

2 

I − 3 

2 

F ′ (x k ) 
−1 F ′ (y k ) 

)
F ′ (x k ) 

−1 F (z k ) (1.4) 

where y k and z k are defined in (1.3) . 

On the other hand, when the extended Newton iteration is used as a predictor, a technique has been introduced in [23] 

y k = x k − aF ′ (x k ) 
−1 F (x k ) , 

z k = φ(x k , y k ) , 

x k +1 = z k −
{ 

2 

[ 
1 

2 a 
F ′ (y k ) + 

(
1 − 1 

2 a 

)
F ′ (x k ) 

] −1 

− F ′ (x k ) 
−1 

} 

F (z k ) , (1.5) 

by which the order of convergence of any given iterative method can be improved from p to p + 2 for p ≥ 2. Also, there 

are similar results given in [24,25] . Next, we want to explore other techniques to accelerate the convergence of iterative 

methods. 

This paper is organized as follows. In Section 2 , we develop a family of two-step third order methods, and introduce a 

technique to improve the order of convergence for any given iterative method using the extended Newton iteration as a 

predictor. In Section 3 , some efficient methods with higher order of convergence are extended by this technique, and com- 

parisons about computational efficiency are made. Several numerical examples are given in Section 4 to verify the theoretical 

results presented in Section 3 . Finally, a brief conclusion is made in Section 5 . 

2. Main result 

Recently, Sharma et al. [21] introduced a fourth order method given by 

y k = x k −
2 

3 

F ′ (x k ) 
−1 F (x k ) , 

z k = x k −
1 

2 

[ 
− I + 

9 

4 

F ′ (y k ) 
−1 F ′ (x k ) + 

3 

4 

F ′ (x k ) 
−1 F ′ (y k ) 

] 
F ′ (x k ) 

−1 F (x k ) . (2.1) 

Notice that the second step in (2.1) can be rewritten as 

z k = x k −
1 

2 

[ 
9 

4 

F ′ (y k ) 
−1 + 

3 

4 

F ′ (x k ) 
−1 F ′ (y k ) F 

′ (x k ) 
−1 − F ′ (x k ) 

−1 
] 

F (x k ) . 

Inspired by the fourth order method (2.1) , we want to develop similar methods by replacing F ′ (x k ) 
−1 F ′ (y k ) F 

′ (x k ) 
−1 with 

F ′ (y k ) 
−1 F ′ (x k ) F 

′ (y k ) 
−1 , and introduce the following construction: 

y k = x k − aF ′ (x k ) 
−1 F (x k ) , 

z k = x k − [ bF ′ (y k ) 
−1 + cF ′ (y k ) 

−1 F ′ (x k ) F 
′ (y k ) 

−1 + dF ′ (x k ) 
−1 ] F (x k ) , (2.2) 

where the constants a � = 0 and b , c , d are to be specified later. 
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