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a b s t r a c t 

Time series modeling and forecasting is an essential and hard task in financial engineer- 

ing and optimization. Various models have been proposed in the literature and tested on 

daily data. However, a limited attention has been given to intraday data. In this regard, 

the current work presents a model for intraday stock price prediction that uses singular 

spectrum analysis (SSA) and support vector regression (SVR) coupled with particle swarm 

optimization (PSO). In particular, the SSA decomposes stock price time series into a small 

number of independent components used as predictors. The SVR is applied to the task 

of forecasting and PSO is employed to optimize SVR parameters. The performance of our 

proposed model is compared to the performance of four models widely used in financial 

prediction: the wavelet transform (WT) coupled with feedforward neural network (FFNN), 

autoregressive moving average (ARMA) process, polynomial regression (PolyReg), and naïve 

model. Finally, the mean absolute error (MAE), mean absolute percentage error (MAPE), 

and the root mean of squared errors (RMSE) are used as main performance metrics. By 

applying all models to six intraday stock price time series, the forecasting results from 

simulations show that the presented SSA-PSO-SVR largely outperforms the conventional 

WT-FFNN, ARMA, polynomial regression, and naïve model in terms of MAE, MAPE and 

RMSE. Therefore, our proposed predictive system SSA-PSO-SVR shows evident potential for 

noisy financial time series analysis and forecasting. 

© 2017 Elsevier Inc. All rights reserved. 

1. Introduction 

Time series modeling and prediction is an important task in different applications [1–6] . In particular, several multireso- 

lution decomposition methods have been adopted to analyze time series; including the traditional Fourier transform which 

is a basic tool in signal processing used to approximate the signal in terms of sinusoids and the wavelet transform [7] that 

simultaneously decomposes a signal into subsequences at different resolution time scales. In recent years, the singular spec- 

trum analysis (SSA) of time series [8] has received a growing attention as a non-parametric time series modeling technique 

where an observed time series is unfolded into the column vectors of a Hankel structured matrix, known as a trajectory 

matrix [9] . In particular, the purpose is to unfold a time series into a trajectory matrix whose singular values are then 

determined to reconstruct a smoother time series which can be used for explaining structure and for forecasting [9] . In- 

deed, it decomposes the original time series into a sum of a small number of components: slowly varying trend, oscillatory 

components, and noise [10] . 
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Since forecasting stock market time series is receiving a large attention in the literature [11–15] because it is a major 

issue in economics and business applications and decision making, the purpose of this paper is to apply the SSA technique 

in forecasting intraday stock market prices to enrich the literature related to SSA application in this topic. Indeed, in this 

paper, we present a prediction system that uses SSA for time series decomposition, support vector regression (SVR) [16] for 

learning and prediction, and particle swarm optimization (PSO) which is a global optimization method [17] for SVR initial 

parameters optimization. As a version of the support vector machine (SVM) [18] , the main advantage of the SVR is applying 

the structural risk minimization principle to minimize an upper bound on the generalization error rather than implement- 

ing the empirical risk minimization principle to minimize the training error [18] . Therefore, it theoretically guarantees to 

achieve the global optimum. In this regard, recently, the SVM and SVR have been successfully employed to solve non-linear 

regression and classification of time series problems in finance and engineering [19,20] . 

The performance of the presented forecasting system will be compared to that of conventional system used in the litera- 

ture which is based on wavelet transform (WT) [7] for financial data decomposition and feedforward neural network (FFNN) 

[21] for forecasting [22] . In addition, the autoregressive moving average (ARMA), the polynomial regression (PolyReg) and 

naïve models are also considered in this study for comparison as well. 

In sum, the contributions and highlights of this paper can be summarized as follows. First, we develop a hybrid approach 

based on the SSA financial time series processing technique and support vector regression for time series forecasting. Second, 

particle swarm optimization which is a global optimization heuristic technique is adopted to optimize SVR initial parameters. 

Third, the presented forecasting model is applied to a set of individual stocks rather than stock indices to gain further insight 

on the applicability of the proposed predictive system. Fourth, results are compared against three benchmark models: FFNN 

trained with WT coefficients (WT-FFNN), polynomial regression (PolyReg), naïve model, and the classical ARMA process. 

The remainder of this paper is organized as follows. In Section 2 , the technical methods are presented. The forecasting 

results are presented in Section 3 . Finally, Section 4 concludes the paper. 

2. Methods 

2.1. Singular spectrum analysis 

In this section we provide a brief review of the SSA as adapted from [23–26] . The SSA is based on the singular value de- 

composition (SVD) of the trajectory matrix, derived from the original time series [25] . In particular, it decomposes the time 

series into an additive set of independent principal components [27] . The basic SSA method consists of two complementary 

steps [24] ; namely the decomposition and the reconstruction step; where each step includes two separate steps. The orig- 

inal signal is decomposed and reconstructed respectively in the first and second step. For instance, the decomposition step 

includes an embedding operation followed by singular value decomposition (SVD). Finally, the reconstruction step includes 

grouping and diagonal averaging operation. Each step is described following [24] and [25] notations. 

In the embedding procedure, the purpose is to map a one-dimensional time series f of length N into an l × k matrix with 

rows of length l as follows: 

X = [ X 1 , . . . , X k ] = 

⎡ 

⎢ ⎢ ⎢ ⎣ 

f 0 f 1 . . . f k −1 

f 1 f 2 . . . f k 

. . . 
. . . 

. . . 
. . . 

f t−1 f t . . . f r−1 

⎤ 

⎥ ⎥ ⎥ ⎦ 

(1) 

where the trajectory matrix X is a Hankel matrix, vectors x i are called l -lagged vectors, k = r −l + 1 is the number of windows 

(1 ≤ l ≤ r ). The embedding operation is followed by applying SVD to the trajectory matrix X to represent it as a sum of rank- 

one bi-orthogonal elementary matrices. The SVD of the trajectory matrix is given by: 

X = 

d ∑ 

i =1 

X i = 

d ∑ 

i =1 

√ 

λi u i v 
t 
i 

(2) 

where λi ( i = 1,…, l ) are the eigenvalues, in decreasing order of magnitude, of the covariance matrix C x = X 

t X , d i ( i = 1,…, l ) 

are the corresponding orthogonal eigenvectors, subscript t denotes the transpose of a vector, and v i is given by: 

v i = X 

t u i / 
√ 

λi (3) 

In the grouping step, the elementary matrices X i are split into several groups and a summation of matrices is performed 

within each group. For instance, the indices J = 1,…, d are grouped into M disjoint subsets I 1 ,…, I M 

corresponding to split 

the elementary matrices X i = 1,…, d into M groups; where Each group contains set of indices as I = { i 1 ,…, i p }. As a result, the 

matrices X l and X are respectively given by: 

X I = X i 1 + · · · + X I p (4) 

X = X I 1 + · · · + X I M (5) 
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