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a b s t r a c t 

The seminal paper by Barzilai and Borwein (1988) has given rise to an extensive investi- 

gation, leading to the development of effective gradient methods. Several steplength rules 

have been first designed for unconstrained quadratic problems and then extended to gen- 

eral nonlinear optimization problems. These rules share the common idea of attempting to 

capture, in an inexpensive way, some second-order information. However, the convergence 

theory of the gradient methods using the previous rules does not explain their effective- 

ness, and a full understanding of their practical behaviour is still missing. In this work 

we investigate the relationships between the steplengths of a variety of gradient meth- 

ods and the spectrum of the Hessian of the objective function, providing insight into the 

computational effectiveness of the methods, for both quadratic and general unconstrained 

optimization problems. Our study also identifies basic principles for designing effective gra- 

dient methods. 

© 2017 Elsevier Inc. All rights reserved. 

1. Introduction 

Many real life applications lead to nonlinear optimization problems whose very large size makes first-order methods 

the most suitable choice. Among first-order approaches, gradient methods have widely proved their effectiveness in solving 

challenging unconstrained and constrained problems arising in signal and image processing, compressive sensing, machine 

learning, optics, chemistry and other areas (see, e.g., [1–11] and the references therein). 

These methods underwent a renaissance since the work by Barzilai and Borwein [12] , which showed how a suitable 

choice of the steplength can significantly accelerate the classical Steepest Descent method [13,14] . Since then, several 

steplength rules have been designed in order to increase the efficiency of gradient methods, while preserving their sim- 

plicity and low memory requirement. Most of these rules have been first developed for the unconstrained convex quadratic 

problem [15–29] , which is not only of practical importance in itself, but also provides a simple setting to design effective 

methods for more general problems. The extension of steplength selection strategies from convex quadratic to general non- 

linear optimization has involved interesting theoretical issues, leading to the exploitation of line search strategies in order 

to guarantee convergence to stationary points [17,18,24,30–36] . 
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The theoretical convergence results of gradient methods based on the previous steplength rules do not explain their ef- 

fectiveness, and a full understanding of their practical behaviour is still missing. A feature shared by most of these methods 

consists in exploiting spectral properties of the Hessian of the objective function through (usually implicit) low cost ap- 

proximations of expensive second-order information. This appears to be the main reason for their good behaviour (see, e.g., 

[21,24,26,33,37] ); however, a deeper and more systematic analysis is needed. 

The aim of this work is to investigate the relationships between the steplengths exploited by some well known gradient 

methods and the spectrum of the Hessian of the objective function, for convex quadratic and general problems of the form 

min 

x ∈ R n 
f (x ) , (1) 

where f : R 

n → R is continuously differentiable. In this case, the gradient method iteration reads 

x k +1 = x k − αk g k , (2) 

where g k = ∇ f (x k ) and αk > 0 is the steplength. 

We first consider the convex quadratic problem 

min 

x ∈ R n 
f (x ) := 

1 

2 

x T Ax − b T x, (3) 

where A ∈ R 

n ×n is symmetric positive definite and b ∈ R 

n . It provides a simple framework for investigating the role of the 

eigenvalues of the Hessian matrix in the behaviour of gradient methods; furthermore, convergence results involving the 

spectrum of the Hessian are available in this case, which provide a sound basis for our analysis. We deal with a selection of 

approaches, representative of a wide class of gradient methods, as explained later in this paper. We consider the following 

methods: Barzilai–Borwein and Adaptive Barzilai–Borwein variants [20,22] , Limited Memory Steepest Descent [24] , Steepest 

Descent with Alignment and Steepest Descent with Constant (Yuan) steps [26,27] ; we also consider methods such that the 

inverses of their steplengths follow predefined distributions obtained exploiting the Golden Arcsin rule [38] or the Chebyshev 

nodes [29] . 

In the second part of the paper, we deal with the general unconstrained problem, focusing on gradient methods whose 

steplengths are natural extensions of the rules developed for the convex quadratic case, combined with line search strategies 

forcing convergence. In particular, we investigate methods based on the Barzilai–Borwein, the ABB min min Adaptive Barzilai–

Borwein [22] and the Limited Memory Steepest Descent rules. 

The main contribution of this paper is a careful and unifying analysis of a variety of steplength rules and their relation- 

ships with second-order information of the problem, aimed at better understanding the computational effectiveness of some 

state-of-the-art gradient methods. In particular, a deeper look at the basic principles used for “capturing” Hessian spectral 

properties provides useful guidelines for designing effective gradient approaches, not only for the quadratic case but also for 

general unconstrained minimization problems. 

The paper is organized as follows. In Section 2 , after some preliminary results on gradient methods applied to strictly 

convex quadratic problems, we discuss the relationships between the steplengths and the spectrum of the Hessian in the 

quadratic case, showing the results of a set of numerical experiments. This analysis is extended to the non-quadratic case 

in Section 3 . Some conclusions are provided in Section 4 . 

2. Convex quadratic problems 

We first consider the strictly convex quadratic problem (3) , in order to highlight the strict relationship between the be- 

haviour of gradient methods and the eigenvalues of the Hessian of the objective function. In particular, we show how some 

choices of the steplength exploit spectral properties of the Hessian matrix in order to achieve efficiency in the corresponding 

methods. We start by giving some preliminary results, which will be useful in our analysis. 

2.1. Notation and preliminaries 

Let { λ1 , λ2 , . . . , λn } be the eigenvalues of the matrix A in (3) , and { d 1 , d 2 , . . . , d n } a set of associated orthonormal eigen- 

vectors. The gradient g k can be expressed as 

g k = 

n ∑ 

i =1 

μk 
i d i , μk 

i ∈ R , (4) 

where μk 
i 

is called the i th eigencomponent of g k . Henceforth, without loss of generality, we assume that 

λ1 > λ2 > · · · > λn > 0 , μ0 
1 � = 0 , μ0 

n � = 0 

(see, e.g., [27, Section 1] and [24, Section 2] ). 
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