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a b s t r a c t

Most papers concentrate on the parameter identification of Hammerstein systems with
knownorders. This paper,motivated by the recent developments in sparse approximations,
investigates the combined parameter and order determination of Hammerstein systems.
The methodology used relies on greedy schemes—the orthogonal matching pursuit (OMP)
algorithm in the compressive sensor (CS) theory. In particular, the first step recasts a
bilinear Hammerstein system into two fictitious pseudo-regressive sub-systems which
respectively contain the parameters of the nonlinear part or the parameters of the linear
part by the hierarchical identification principle. The second step adopts a hierarchical
orthogonal matching pursuit (H-OMP) selection procedure to interactively select the
parameters and orders of the two sub-systems under the frame of the compressive sensor.
Finally, the proposed algorithm is tested on a simulation example.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays system modeling and identification are very important for nonlinear systems and complex systems
[1–5]. The traditional identification methods for Hammerstein nonlinear systems are popular for the last two decades,
including the over-parametrization model based methods [6,7], the iterative/recursive identification methods [8–11], the
key term separation principle based identification methods [12–15], the hierarchical identification methods [16–18], and
themaximum likelihood estimationmethods [19–21], etc. Recently, Li used the Levenberg–Marquardt optimizationmethod
to estimate parameters for a Hammerstein output error system [22]; Chen adopted a particle swarm optimization algorithm
to estimate unknown parameters for a Hammerstein system [23]. But the above conventional identification methods need
process thousands of input and output data, this costs a lot of time in data sampling and parameter estimating.

In the past decade, the compressive sensing method based on the sparsity principle has arousedmuch attention in signal
processing field [24–26], it has an advantage of saving computation in recovering parameters of a system, by collecting only a
fewdata. Generally, the compressive sensingmethod can be described as to reconstruct a S-sparse vectorΘ ∈ Rn from linear
measurements in Φ ∈ Rm×n and observations in Y ∈ Rm under the form: Y = ΦΘ. By definition, the number of sparsity,
observations, components of the unknown signal are decreased, i.e., S < m < n. Accurate reconstruction can be achieved
by two types of approaches: the greedy algorithms like the thresholding algorithms [27–29] or the orthogonal matching
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pursuit (OMP) algorithms [30–32], and the basis pursuit (BP) algorithms [33–35]. The greedy OMP algorithm imposes an
L0-norm on the sparse vector Θ, works iteratively by picking up the support columns (atoms) in the measurement matrix
in a greedy fashion, and has simple and rapid advantages over the BP method which solves its convex relaxation by the
standard L1-norm technique.

In this paper, a hierarchical orthogonal matching pursuit (H-OMP) algorithm is investigated to simultaneously select the
orders and parameters of a Hammerstein system. The explorations lie in three main aspects:

• The first is to recast the system into two fictitious pseudo-regressive sub-systems: one contains the parameters of the
nonlinear part and the other contains the parameters of the linear part by the hierarchical identification principle.

• The second is to adopt the H-OMPmethod to interactively select the parameters and orders of these two sub-systems
under the framework of the CS theory.

• Comparingwith the existing hierarchical least squares (H-LS)method, the proposedH-OMPalgorithm is not necessary
to collect a lot of data and invest a lot of power on the parameter identification.

The rest of the paper is organized as follows. Section 2 demonstrates the problem formulation of a Hammerstein system.
Section 3 presents the H-OMP identification algorithm to interactively select the orders and parameters of these two sub-
systems. Section 4 derives the existing hierarchical least squares (H-LS) algorithm for comparison. Section 5 provides a
numerical example for the proposed algorithm. Finally, the concluding remarks are involved in Section 6.

2. The problem formulation

The input nonlinear and output linear functions of a Hammerstein system are expressed as

x(t) = f [u(t)] =

nc∑
k=1

ckfk[u(t)], (1)

y(t) = B(z)x(t) + v(t), (2)

where B(z) = b1z−1
+ b2z−2

+ · · · + bnbz
−nb , u(t) and y(t) are the system input and output, x(t) is an internal variable, v(t)

is stochastic white noise with zero mean, the input nonlinearity f is modeled as a linear combination of basis functions fi.
Assume that the orders nb and nc are unknown, we set sufficient length l as orders of the nonlinear/linear functions

(l > nb, l > nc). From the y − x relationship in (2), we get

y(t) = b1x(t − 1) + b2x(t − 2) + · · · + bnbx(t − nb) + · · · + blx(t − l) + v(t). (3)

Substituting Eq. (1) into x(t − i) into Eq. (3) gives:

y(t) = b1
nc ,...,l∑
k=1

ckfk[u(t − 1)] + · · · + bnb

nc ,...,l∑
k=1

ckfk[u(t − nb)] + · · · + bl
nc ,...,l∑
k=1

ckfk[u(t − l)] + v(t).

Define the information matrix and the parameter vectors:

F (t) =

⎡⎢⎢⎢⎢⎢⎣
f1[u(t − 1)], . . . , fnc [u(t − 1)], . . . , fl[u(t − 1)]

...

f1[u(t − nb)], . . . , fnc [u(t − nb)], . . . , fl[u(t − nb)]
...

f1[u(t − l)], . . . , fnc [u(t − l)], . . . , fl[u(t − l)]

⎤⎥⎥⎥⎥⎥⎦ ∈ Rl×l,

b = [b1, b2, . . . , bnc , 0, . . . , 0  
l−nb

]
T

∈ Rl, c = [c1, c2, . . . , cnc , 0, . . . , 0  
l−nc

]
T

∈ Rl,

then we have

y(t) = bTF (t)c + v(t). (4)

It seems difficult to recast the above obtained bilinear systemunder the CS framework. In this letter, based on the hierarchical
identification principle, we recast the bilinear system into two simple pseudo-regressive sub-systems as follows.

By multiplying F (t) with c (F (t)c := Fc(t) ∈ Rl×1), the bilinear model (4) is transformed into a pseudo-regressive sub-
system I about the parameter vector b of the linear part,

Sub-system I : y(t) = F T
c (t)b + v(t). (5)

Similarly, bymultiplying bT with F (t) (bTF (t) := Fb(t) ∈ R1×l), the bilinearmodel (4) is transformed into a pseudo-regressive
sub-system II about the parameter vector c of the nonlinear part,

Sub-system II : y(t) = Fb(t)c + v(t). (6)
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