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1. Introduction

All graphs considered here are simple and finite. Let Py (resp. C) denote the path (resp. cycle) on k vertices. For a graph
G = (V, E), and S C V(G), the subgraph of G induced by S is denoted by (S). Similarly, for E* C E(G), the subgraph of G
induced by E’ is denoted by (E’). IfH, H,, . . ., H are edge-disjoint subgraphs of G such that E(G) = E(H;)UE(H,)U- - -UE(Hy),
then we say that Hy, H,, .. ., H, decompose G and we write thisasG = Hy ® H, ® --- @ Hy. If each H; ~ H,1 < i < k, then
we say that H decomposes G and we denote it by H | G. If each H; ~ C; (resp. H; ~ Py,1), the cycle (resp. path) of length k,
then we write Gy | G (resp. Pr+1 | G) and in this case we say that G admits a Cy-decomposition (resp Py.1-decomposition).

Let G be a bipartite graph with bipartition (X, Y), where X = {xo, X1, ..., X%—_1}and Y = {yo, y1, ..., ¥r—1}. If G contains
the set of edges Fi(X, Y) = {xjyj+i | 0 <j <r—1},0 <i <r— 1, where addition in the subscript is taken modulo r, then we
say that G has the 1-factor of jump i from X to Y. Note that Fi(X, Y) = F,_;(Y, X). Clearly, if G = K; ,, then E(G U, 0 F, (X,Y).

Let E(X, Y) denote the set of edges of G having one end in X and the other end in Y, where X, Y C V(G) and XNy =4¢4.

Let P (t) be the set of all k-element subsets of a t element set. The Kneser graph KG;  is defined as follows: V(KG; i) = Px(t)
and E(KG; ) = {AB | A,B € P(t)and AN B = @}. Note that when k = 1, KG; ; = K; and the graph KG; , is isomorphic to
L(K;), where L(K;) denotes the line graph of K;. Definitions which are not given here can be found in [1].

The Kneser graph was introduced by Kneser, see [5]. Initially, Kneser conjunctured that if t > 2k, then x(KG ) =
t — 2k + 2, where x(KG;, ) denotes the chromatic number of KG; . This conjuncture was settled using different proof
techniques, see [2,4,5,7,8]. Another interesting problem is to prove that KG; (# Ks ») is Hamiltonian. Various authors
considered this problem, see [3,10], but the problem is still open. In [9], Rodger and Whitt discussed necessary and sufficient
conditions for the existence of a Py,-decomposition of KG; . In the same paper, they considered P4-decomposition of the
generalized Kneser graph GKG;, 3 1, where the graph GKG;, 3 1 has V(KG; 3, 1) = P3(t) and E(K; 3.1) = {AB | A, B € Ps(t)
with |A N B| = 1}. Further, in [ 13], Whitt and Rodger proved that P5 | KG; ; ifand only ift = 0, 1, 2, 3(mod 16).

We prove the following theorem.

Theorem 1.1. If t > 1isanintegersuchthat t = a(mod8k),a € {0, 1, 2, 3}, k > 2, then KG;, , admits a Py+1-decomposition.
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Here we quote some known results for our future reference.

Theorem 1.2 ([6]). Let n > 6 be an even integer. Then the complete bipartite graph K, , — E(F) is Hamilton cycle decomposable,
where E(F) is the edge set of any 2-factor F of K, ,. O

Theorem 1.3 ([11]). Let k, n be positive integers. Then Py1 | Ky ifandonlyif 2 <k+1 < n,andn(n—1) = 0(mod 2k). O

Theorem 1.4 ([12]). Let m, n be positive even integers with n < m and let k > 2 be an integer. Then Pyy1 | Km, n if and only if

m > %1, n > [Y1andk | mn. O

2. Some useful lemmas

Lemma 2.1. If k > 2 and s > 1, then the graph KGgys, » admits a Pyy.1-decomposition.

Proof. From the definition of KGgys 2, V(KGsis, 2) = P2(8ks). Let Vo = {{1, 2}, {3, 8ks}, {4, 8ks—1}, {5, 8ks—2}, ..., {4ks+
1, 4ks + 2}} be a subset of V(KGsys,2). Consider the permutation p = (1)(234 ... 8ks) on the set {1, 2,..., 8ks}. Let
Vi = p'(Vo), 1 =i < 8ks— 2, thatis, V; = {{p'(1), p'(2)}, {p'(3), p'(8ks)}, ..., {p'(4ks + 1), p'(4ks + 2)}}. Clearly,

VinV;=0,0 <i<j<8ks—2, Py(8ks) = U?:kf)_zvi and |V;| = 4ks. Since any pair of sets in V; have empty intersection,
(Vi) is a complete subgraph of KGgys » of order 4ks and (V;) has a Py41-decomposition, by Theorem 1.3. The set of edges of
KGsis, 2 which are not in (J$5 (Vi) is Uo-i_j<g_2E(Vi. V). Let G(Vi, Vi) = (E(Vi, V}), 0 < i < j < 8ks — 2; it is a bipartite
subgraph of KGgys, ». Observe that, in G(V;, V;), each vertex {a, b} in V; is adjacent to all vertices in V; except the two vertices
of the type {a, a'}, @’ # b, and {b, b'}, b’ # a. Consequently, G(V;, V;)is a (4ks — 2)-regular graph. As the graph G(V;, V;) is
isomorphic to Kaks, aks — E(F), where F is a 2-factor of Kyys, aks, it admits a Cgys-decomposition, by Theorem 1.2, and each Cgys
can be decomposed into 4s copies of Pyx11. Thus Pygiq | KGgs,2. O

For our future reference we define two graphs.

(1) Letk >2ands > 1and letX = {x1, X2, ..., Xas}, Y = {¥1, ¥2, ..., Yas}and Z = {zy, zo, ..., Zaks}. Let Hy be the
graphwith V(H) = XUYUZand (X UY) >~ (X UZ) =~ Kus, aks — Fo, where Fy denotes the 1-factor of jump 0 in
K4ks,4ks~

(2) Letk > 2ands > 1andletX = {xq, X2, ..., Xaks} and Y = {y1, Y2, ..., Yaks}. Let H be the graph with vertex set

{oo} U X UY and the adjacency is defined as follows: (X) and (Y) are independent sets in H, and the vertex oo is
adjacent to all the vertices of X and, (X UY) =~ Kaks aks — Fo, where Fy is the 1-factor of jump 0 in Kas, 4ks-

Lemma 2.2. For k > 2, the graph Hy admits a Py,.1-decomposition.

Proof. Let H; be the graph described above. Consider the path P = y1X4ysy2Xaks—1V3Xaks—2 - - - Yk—1Xaks—k+2YkXaks—k+1 Zaks—k+2

of length 2k in Hy. Then P, p(P), ..., p*~1(P) are 4ks edge disjoint copies of Py in H;, where p = (x1Xa...

Xaks)V1Y2 - - - Yaks (2122 . . . Z4is) IS @ permutation on V(H;). Let Hy be the subgraph of H; induced by those edges of H; which

are not on these paths. Hence E(Hy) = {Ufzk;]F,'(X, Y) U {Uj‘.‘f;le(x, Z)}, where Fi(X, Y) (resp. Fy(X, Z)) denotes the

1-factor of jumpi(resp.j) from X to Y (resp. from X to Z) in Kyys, 4ks- To complete the proof, it is enough to show that Hy admits

a Cgys-decomposition. To obtain this cycle decomposition, consider C/ = Foq2i(X, Y) ® Fopqai1(X, ¥), 0 <i < @, and
4ks—2

Cj” = F15i(X, Z)®Fy0i11(X, Z), 0 <j < *5=, where the addition in the subscript of F is taken modulo 4ks. Clearly, C{ and

Cj” are cycles of length 8ks in Hy and each of them can be partitioned into paths of length 2k. This completes the proof. O
Lemma 2.3. The graph H, has a Pyy41-decomposition for k > 2.

Proof. Let H, be the graph defined above. Let P = y1XaksY2Xaks—1Y3Xaks—2 - - - Yk—1Xaks—k-+2YkXaks—k+100 be a path length 2k in
Hy.Let p = (00)(X1 X2 ... Xaxs )1 Y2 - .. Vaks) be a permutation on V(H,). Then P, p(P), p*(P), ..., p*~1(P) are 4ks edge
disjoint copies of Py, 1 in H,. The set of edges of H, which are not on these paths is {Uf:z;]Fi(X, Y)} = H'. As in the proof
of the above lemma, to decompose the graph H’ into paths of length 2k, it is enough to find a Cgy;-decomposition of H'. Let
C/ = Foqai(X, Y) ® Farqoir1(X, Y), 0 < i < @; G, Cls oy Ciu<sz—2k,1 decomposes H'; each (] is a cycle of length 8ks

and it gives 4s edge disjoint paths of length 2k. O

3. Pyk+1-decomposition of KG;

Now we are ready to prove Theorem 1.1.
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