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a b s t r a c t

A cyclic (n, d, w)q code is a q-ary cyclic code of length n, minimum Hamming distance d
and weight w. In this paper, we investigate cyclic (n, 6, 4)3 codes. A new upper bound on
CA3(n, 6, 4), the largest possible number of codewords in a cyclic (n, 6, 4)3 code, is given.
Twonew constructions for optimal cyclic (n, 6, 4)3 codes based on cyclic (n, 4, 1) difference
packings are presented. As a consequence, the exact value of CA3(n, 6, 4) is determined for
any positive integer n ≡ 0, 6, 18 (mod 24). We also obtain some other infinite classes of
optimal cyclic (n, 6, 4)3 codes.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Constant-weight codes (CWCs) have been extensively studied for more than five decades due to their fascinating
combinatorial structures and applications (see, for example, [2,6,17,23,26,27]). One of the most interesting classes of these
codes is the constant-weight cyclically permutable codes. Cyclically permutable codes (CPCs) were first introduced by
Gilbert [21]. In a cyclically permutable code all codewords are cyclically distinct and have full cyclic order. A constant-weight
cyclically permutable code is a code which is both constant weight and CPC. These codes have found many applications,
such as in optical code-division multiple-access communication system [13], and mobile radio, frequency-hopping spread-
spectrum communications radar and sonar signal design [22].

In [13] a constant-weight CPC is used for optical communication systems and is called an optical orthogonal code (OOC).
An optical orthogonal code is a family of (0, 1) sequences with good auto- and cross-correlation properties. OOCs have found
applications in mobile radio, neuromorphic networks, radar and sonar signal design, multimedia transmission in fiber-optic
local-area networks (LANs) and in multirate fiber-optic CDMA systems (see, for example, [13,30,31,33–35]).

An (n, w, λ)-OOC C is a family of (0,1)-sequences (called codewords) of length n and constant weight w satisfying the
property that for any x = (xi), y = (yi) ∈ C,∑

0≤t≤n−1

xiyi+t ≤ λ

where either x ̸= y or t ̸≡ 0 (mod n) and the subscripts are reduced modulo n. Note that an (n, w, λ)-OOC is the set of
base codewords of a CPC of length n, constant weight w and minimum Hamming distance 2(w − λ) [3]. For more detailed
information on OOCs, see [1,5,8,9,10,13,20].
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However, most work on cyclic constant-weight CPCs is focused on binary codes. Relatively little is known about cyclic
nonbinary constant-weight codes. Some fundamental research on cyclic (n, d, w)q codes has been done by the authors in
[29]. We defined cyclic (n, d, w)q codes from a combinatorial perspective and obtained some upper bounds on the number
of codewords of a cyclic (n, d, w)q code. We also determined the largest possible number of codewords of cyclic (n, d, 3)3
codes for all d and n. In this paper, we continue to study cyclic (n, 6, 4)3 codes.

The reminder of the paper is organized as follows. In Section 2, we recall the set-theoretic definition and combinatorial
description for a cyclic (n, d, w)q code. In Section 3, a new upper bound on CA3(n, 6, 4), the largest possible number of
codewords in a cyclic (n, 6, 4)3 code, is given. In Section 4, we introduce the conception of g-regular (n, k, 1) cyclic difference
packing (briefly (n, k, 1)-CDP) and provide some g-regular (n, 4, 1)-CDPs, which will be used to construct optimal cyclic
(n, 6, 4)3 codes. Section 5 is devoted to the constructions of optimal cyclic (n, 6, 4)3 codes. The exact values of CA3(n, 6, 4) is
determined for any positive integer n ≡ 0, 6, 18 (mod 24). In Section 6, we give somemore infinite classes of optimal cyclic
(n, 6, 4)3 codes. Finally, we give a brief conclusion in Section 7.

2. Combinatorial definition

In what follows, we always assume that the set of integers [m, n] = {m,m + 1, . . . , n} and Iq−1 = [1, q − 1]. Denote by
Zn the additive group of integers modulo n, where n is a positive integer.

A q-ary code of length n is a set C ⊆ Zn
q . The elements of C are called codewords. The number of codewords in C is called its

size. TheHamming norm orHamming weight of a vector u = (u0, u1, . . . , un−1) ∈ Zn
q is defined to be ∥u∥ = |{i ∈ Zn : ui ̸= 0}|.

The distance induced by this norm is called the Hamming distance, denoted by dH , so that dH (u, v) = ∥u − v∥. A code is said
to be of constant-weight w if the Hamming weight of each codeword is a constant w. A code C is said to have (minimum)
distance d if dH (u, v) ≥ d for all distinct u, v ∈ C. A q-ary code of length n, minimum distance d and constant-weight w is
denoted as an (n, d, w)q code.

An (n, d, w)q code C is said to be cyclic if (u0, u1, . . . , un−1) ∈ C implies (u1, u2, . . . , u0) ∈ C. We use the notation
CAq(n, d, w) to denote the largest possible size of a cyclic (n, d, w)q code. A cyclic (n, d, w)q code is optimal if it has CAq(n, d, w)
codewords. Clearly, the codewords of a cyclic (n, d, w)q code can be partitioned into some orbits by the cyclic shifting. If the
length of the orbit is n, the orbit is full. Otherwise, it is short. The set of base codewords of a cyclic code is a complete system of
representatives of orbits. Conversely, given a set of base codewords, we can recover all the codewords of the cyclic (n, d, w)q
code.

Let C be a cyclic (n, d, w)q code over Iq−1 ∪ {0}. For each u = (u0, u1, . . . , un−1) ∈ C, construct a w-subset Bu of Zn × Iq−1
such that (i, ui) ∈ Bu if and only if ui is nonzero. Let C′

= {Bu : u ∈ C}. Then C′ is called a set-theoretic representation of C.
For any codeword B = {(i1, a1), (i2, a2), . . . , (iw, aw)} ∈ C′, define the projection p(B) of B to be the set

p(B) = {i1, i2, . . . , iw}.

For any Bu, Bv ∈ C′, define the distance dH (Bu, Bv) to be dH (u, v). Then it is easily checked that dH (Bu, Bv) = 2w − |p(Bu) ∩

p(Bv)| − |Bu ∩ Bv|.
In what follows, when we mention a cyclic (n, d, w)q code, we shall always use its set-theoretic representation.
For any B ⊂ Zn × Iq−1 and i ∈ Zn, define B+ i = {(x+ i, a) : (x, a) ∈ B}, where the additive operations are reducedmodulo

n. We recall the combinatorial definition of a cyclic (n, d, w)q code.

Definition 2.1. A cyclic (n, d, w)q code C is a set of w-subsets of Zn × Iq−1 satisfying the following conditions:
(1) for any A ∈ C, the cardinality of p(A) is w;
(2) dH (A, B) ≥ d for any distinct codewords A, B ∈ C;
(3) If B ∈ C, then B + 1 ∈ C.

Let C be a cyclic (n, d, w)q code and F be a set of base codewords of C. For any codeword B ∈ C, the orbit containing B is
just the set Dev(B) = {B+ i : i ∈ Zn}. Let Dev(F) = ∪B∈FDev(B). It is obvious that C = Dev(F). For each codeword B ∈ C, the
subgroup GB = {s ∈ Zn : B+ s = B} is called the stabilizer of B in Zn. It is readily checked that the orbit is full if and only if GB
is trivial, i.e., GB = {0}.

Example 2.2. Here is a cyclic (n, 6, 4)3 code for each n ∈ {6, 18}. We list all the required base codewords, where the base
codewords yielding short orbits are in boldface.
(1) A cyclic (6, 6, 4)3 code with 3 codewords:

{(0, 1), (3, 1), (1, 2), (4, 2)}.
(2) A cyclic (18, 6, 4)3 code with 45 codewords:

{(0, 1), (5, 1), (2, 2), (8, 2)}, {(0, 1), (6, 1), (4, 2), (17, 2)},
{(0, 1), (9, 1), (1, 2), (10, 2)}.

The pure andmixed differencemethod, whichwas first introduced by Bose [4], is useful for the combinatorial description
of a cyclic (n, d, w)q code.
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