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We address the issue of architectural design for Deep Recurrent Neural 

Networks 

 

We focus on the frequency analysis for layering design 

 

We propose an efficient approach to choose the number of recurrent layers 

in DeepESN 

 

We show the empirical advantage of very Deep (>30 recurrent layers) RNNs 
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