
 

Accepted Manuscript

Hierarchical Residual Stochastic Networks for Time Series
Recognition

Chunyu Xie, Ce Li, Baochang Zhang, Lili Pan, Qixiang Ye, Wei Chen

PII: S0020-0255(18)30683-2
DOI: https://doi.org/10.1016/j.ins.2018.08.065
Reference: INS 13909

To appear in: Information Sciences

Received date: 3 April 2018
Revised date: 24 August 2018
Accepted date: 26 August 2018

Please cite this article as: Chunyu Xie, Ce Li, Baochang Zhang, Lili Pan, Qixiang Ye, Wei Chen, Hier-
archical Residual Stochastic Networks for Time Series Recognition, Information Sciences (2018), doi:
https://doi.org/10.1016/j.ins.2018.08.065

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.ins.2018.08.065
https://doi.org/10.1016/j.ins.2018.08.065


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Hierarchical Residual Stochastic Networks for Time
Series Recognition

Chunyu Xiea,c, Ce Lid, Baochang Zhangc,∗, Lili Pane, Qixiang Yef,∗, Wei Chenb

aState Key Laboratory of Complex Electromagnetic Environment Effects on Electronics and
Information System(CEMEE), Luoyang, 471003, China

bState Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University,
Beijing, China

cBeihang University, Beijing, China
dChina University of Mining and Technology, Beijing, China
eShandong University of Technology, Zibo, 255049, China

fUniversity of Chinese Academy of Sciences, Beijing, China

Abstract

Due to the complex spatio-temporal variations of data, time series recog-

nition remains a challenging problem for the present deep networks. In this

paper, we propose end-to-end hierarchical residual stochastic (HRS) networks

to effectively and efficiently describe spatio-temporal variations. Specifically,

we design stochastic kernelized filters based on a hierarchical framework with a

new correlation residual (CorrRes) block to align the spatio-temporal features

of a sequence. We further encode complex sequence patterns with a stochastic

convolution residual (SConvRes) block, which employs the stochastic kernelized

filters and a dropout strategy to reconfigure the convolution filters for large-scale

computing in deep networks. Experiments on large-scale datasets, namely NTU

RGB+D, SYSU-3D, UT-Kinect and Radar Behavior show that HRS networks

significantly boost the performance of time series recognition and improve the

state-of-the-art of skeleton, action, and radar behavior recognition performance.
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