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Abstract

A smooth group regularization method is proposed to identify and remove
the redundant input nodes of feedforward neural networks, or equivalently
the redundant dimensions of the input data of a given data set. This is
achieved by introducing a smooth group L1/2 regularizer with respect to the
input nodes into the error function to drive some weight vectors of the input
nodes to zero. The main advantage of the method is that it can remove not
only the redundant nodes, but also some redundant weights of the surviving
nodes. As a comparison, the L1 regularization (Lasso) is mainly designed
for removing the redundant weights, and it is not very good at removing the
redundant nodes. And the group Lasso can remove the redundant nodes, but
not any weight of the surviving nodes. Another advantage of the proposed
method is that it uses a smooth function to replace the non-smooth abso-
lute value function in the common L1/2 regularizer, and thus it reduces the
oscillation caused by the non-smoothness and enables us to prove the conver-
gence properties of the proposed training algorithm. Numerical simulations
are performed to illustrate the efficiency of the algorithm.
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