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Highlights

• We integrate the BB update step into mS2GD, thereby obtaining a new method,

mS2GD-BB.

• We prove that mS2GD-BB converges linearly in expectation for strongly con-

vex and nonsmooth functions. We analyze the complexity of our mS2GD-BB

method.

• We conduct experiments using mS2GD-BB to solve logistic regression. The

experimental results demonstrate that our proposed method obtains a rapidly up-

dated step size sequence, and achieves better performance than some state of the

art methods.
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