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Abstract: This paper is concerned with the problem of an exponential passivity analysis for
uncertain neural networks with time-varying delays. By constructing an appropriate Lyapunov-
Krasovskii functional and using the weighted integral inequality techniques to estimate its derivative.
We established a sufficient criterion such that, for all admissible parameter uncertainties, the neural
network is exponentially passive. The derived criteria are expressed in the terms of linear matrix
inequalities (LMIs), that can be easily checked by using the standard numerical software. Illustrative
examples are presented to demonstrate the effectiveness and usefulness of the proposed results.
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1 Introduction

Many practical network systems, such as image processing, communication, fault diagnosis, fixed-point
computations, parallel computations, and industrial automation can be modeled as neural networks
(NNs) with time delay. Time delays area unit ineluctably gift as a result of the finite switching speeds
of the amplifiers and also the inherent communication time of neurons, and its existence can have
an effect on the stability of a framework by making oscillating and instability characteristics [1]–[6].
The existence of time-delayed signals in systems may cause divergence, instability and the gradual
degradation of the system performance. The appearance of time delay in these network systems may
make them unstable. Hence, for time-delay systems, stability analysis is an important issue to be
considered [7]–[17]. In general, the stability analysis can be grouped into two classes, namely the
asymptotic stability analysis [18]–[20] and the exponential stability analysis [21, 22]. Thus the issue
of stability analysis for neural framework with time-varying delays are investigated via LMI technique
by many authors [23]–[29].

On the other hand, in the hardware implementation of neural networks, the network parameters
of the neural system may be subjected to some changes due to the tolerances of electronic components
employed in the design. The stability of several neural networks with above two types of uncertainties
was analyzed [30]–[33]. When one models real nervous systems, parameter uncertainty is a unit in-
eluctable to be thought about. As a result, the connection weights of the neuron depend upon bound
resistance and capacitance values that embody uncertainties. Therefore, it is of sensible importance
to review the stability of neural frameworks with parameter uncertainties, some excellent results of
uncertainty have been presented in [34]-[38]. In the first place, many systems need to be passive in
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