
 

Communicated by Dr. G.-B. Huang

Accepted Manuscript

Modified bidirectional extreme learning machine with Gram-Schmidt
orthogonalization method

Guoqiang Zeng, Baihai Zhang, Fenxi Yao, Senchun Chai

PII: S0925-2312(18)30963-9
DOI: https://doi.org/10.1016/j.neucom.2018.08.029
Reference: NEUCOM 19877

To appear in: Neurocomputing

Received date: 24 November 2017
Revised date: 5 June 2018
Accepted date: 11 August 2018

Please cite this article as: Guoqiang Zeng, Baihai Zhang, Fenxi Yao, Senchun Chai, Modified bidi-
rectional extreme learning machine with Gram-Schmidt orthogonalization method, Neurocomputing
(2018), doi: https://doi.org/10.1016/j.neucom.2018.08.029

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.neucom.2018.08.029
https://doi.org/10.1016/j.neucom.2018.08.029


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Modified bidirectional extreme learning machine with
Gram-Schmidt orthogonalization method
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Abstract

Incremental extreme learning machine has been proved to be an efficient and

simple universal approximator. However, the network architecture may be very

large due to the inefficient nodes which have a tiny effect on reducing the residual

error. More to the point, the output weights are not the least square solution.

To reduce such inefficient nodes, a method called bidirectional ELM (B-ELM),

which analytically calculates the input weights of even nodes, was proposed. By

analyzing, B-ELM can be further improved to achieve better performance on

compacting structure. This paper proposes the modified B-ELM (MB-ELM),

in which the orthogonalization method is involved in B-ELM to orthogonalize

the output vectors of hidden nodes and the resulting vectors are taken as the

output vectors. MB-ELM can greatly diminish inefficient nodes and obtain a

preferable output weight vector which is the least square solution, so that it has

better convergence rate and a more compact network architecture. Specifically,

it has been proved that in theory, MB-ELM can reduce residual error to zero by

adding only two nodes into network. Simulation results verify these conclusions

and show that MB-ELM can reach smaller low limit of residual error than other

I-ELM methods.
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