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a b s t r a c t

Previous studies on hypothesis-testing behaviour have reported systematic preferences for posing posi-
tive questions (i.e., inquiries about features that are consistent with the truth of the hypothesis) and dif-
ferent types of asymmetric questions (i.e., questions where the hypothesis confirming and the hypothesis
disconfirming responses have different evidential strength). Both tendencies can contribute – in some cir-
cumstances – to confirmation biases (i.e., the improper acceptance or maintenance of an incorrect
hypothesis). The empirical support for asymmetric testing is, however, scarce and partly contradictory,
and the relative strength of positive testing and asymmetric testing has not been empirically compared.
In four studies where subjects were asked to select (Experiment 1) or evaluate (Experiments 2–4) ques-
tions for controlling an abstract hypothesis, we orthogonally balanced the positivity/negativity of ques-
tions by their symmetry/asymmetry (Experiments 1–3), or by the type of asymmetry (confirmatory vs
disconfirmatory; Experiment 4). In all Experiments participants strongly preferred positive to negative
questions. Their choices were on the other hand mostly unaffected by symmetry and asymmetry in gen-
eral, or – more specifically – by different types of asymmetry. Other results indicated that participants
were sensitive to the diagnosticity of the questions (Experiments 1–3), and that they preferred testing
features with a high probability under the focal hypothesis (Experiment 4). In the discussion we argue
that recourse to asymmetric testing – observed in some previous studies using more contextualized
problems – probably depends on context-related motivations and prior knowledge. In abstract tasks,
where that knowledge is not available, more simple strategies – such as positive testing – are prevalent.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

Whenever we explicitly test the plausibility of a hypothesis, we
ask questions either to ourselves, or to other people and external
data bases. Since gathering all the evidence needed for an exhaus-
tive check is seldom feasible, giving priority to some questions im-
plies giving priority to some pieces of information above others.
Different studies have emphasized that some human trends in
gathering information might – in certain environments – cause
undesirable side effects such as confirmation biases (Klayman &
Ha, 1987; Nickerson, 1996, 1998; Wason, 1960, 1968) or the pres-
ervation of social stereotypes (Cameron & Trope, 2004; Trope &
Thompson, 1997). The main goal of this study is to further explore
two of those tendencies, namely the alleged preference for posing
asymmetrical questions and positive questions (the latter, also

known as ‘‘congruent” questions, Baron, Beattie, & Hershey,
1988), in order to verify their actual occurrence and to compare
their relative strengths in abstract tasks, where domain-specific
motivations and prior knowledge are hardly accessible.

2. Positivity and asymmetry of questions

A common definition describes a positive question as a question
where a positive response (‘‘yes”) supports the truth of the
hypothesis (Klayman, 1995; Klayman & Ha, 1987; Snyder & Swann,
1978). Posing positive questions does not however necessarily im-
ply an ability to anticipate the epistemic effects of the ‘‘yes” or ‘‘no”
responses. They can more simply originate from a tendency to in-
quire about features that ‘‘match” the hypothesis, i.e., features that
are more typical of instances where the hypothesis is true, than of
instances where it is false. When investigating whether a target
individual is an extrovert, for example, asking ‘‘does she like par-
ties?” is a positive question. The inquired feature matches the rep-
resentation of an extrovert, and – as a result – a ‘‘yes” supports the
hypothesis of extroversion, while a ‘‘no” weakens it. By contrast,
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asking ‘‘does she enjoy long solitary walks?” is a negative question:
the feature matches the representation of an introvert, and accord-
ingly a ‘‘yes” weakens the hypothesis of extroversion, and a ‘‘no”
supports it. Symmetry/asymmetry of questions is more complex,
as it is a matter of the quantity of information received and not
only of its valence. An asymmetric query can – depending on the
answer it receives – confirm a hypothesis more than it can discon-
firm it (asymmetrically confirming questions; or ‘‘high risk” testing
strategies, Poletiek & Berndsen, 2000), or vice versa (asymmetri-
cally disconfirming questions; also known as ‘‘extreme” tests, Skov
& Sherman, 1986; Slowiaczek, Klayman, Sherman, & Skov, 1992; or
‘‘low risk” testing strategies, Poletiek & Berndsen, 2000). Investi-
gating, for instance, the extroversion of a person by asking ‘‘is
she always the life of parties?” is an asymmetrically confirming
test: a ‘‘yes” response is improbable, but, if received, would
strongly support the hypothesis. On the other hand, a ‘‘no” re-
sponse is probable, but – if received – only weakly disconfirms
the hypothesis. Similarly the question ‘‘does she love spending
most Saturday evenings reading poetry by herself?” is asymmetri-
cally disconfirming (a ‘‘yes” strongly falsifies extroversion, whereas
a ‘‘no” only weakly confirms it). For a stricter definition of asym-
metry, many quantitative measures of the strength of confirmation
are available (Crupi, Tentori, & Gonzalez, 2007). The first, most
common, and easiest one is the Bayes’ factor. A common formal
description of logically sound belief revision is the Bayes’ rule. It
states how a degree of belief in the truth of a hypothesis H (ex-
pressed as the epistemic probability that H is true) should be re-
vised in light of a body of newly acquired evidence. A useful
formulation of the Bayes’ rule is in terms of odds and likelihood ra-
tios (Beyth-Marom & Fischhoff, 1983; Fischhoff & Beyth-Marom,
1983; Good, 1950, 1960, 1983; Osteyee & Good, 1974):

pðHjEÞ
pð:HjEÞ ¼

pðHÞ
pð:HÞ �

pðEjHÞ
pðEj:HÞ

where p() is read ‘‘probability of”, H means ‘‘the hypothesis is true”,
:H means ‘‘the hypothesis is false”, E is the body of evidence, and
the | symbol stands for a conditional probability (it can be read
‘‘given”). Reading from the left, the three terms of the formula are:

(a) the posterior odds: the ratio between the probability that H
is true given E and the probability that H is false given E;

(b) the prior odds: the ratio between the probability that H was
true before acquiring E, and the probability that it was false;

(c) the Bayes factor, that is the likelihood ratio of E (thereafter,
LR): the ratio between the probability of observing E assum-
ing the truth of H and the probability of nevertheless observ-
ing E if H were false.

Bayes’ rule is a straightforward and undisputed consequence of
the basic axioms of standard probability calculus. More impor-
tantly, the LR appropriately describes an intuition that is common
in many fields where correctly weighing evidence is critically
important, such as medical diagnosis or legal judgement. A piece
of evidence (e.g., a symptom, a clue) that is equally probable
regardless of whether H (e.g., a possible diagnosis, a charge of
wrongdoing) is true or false, does not change the probability that
H is true or false, and therefore it is uninformative. Such a piece
of evidence, with p(E|H) = p(E|:H), has LR = 1, and thus leaves the
posterior odds unchanged with respect to the prior odds. Along
the same lines, a piece of evidence with LR > 1 increases the poster-
ior probability of H with respect to :H: it is thus confirmatory. Fi-
nally, a piece of evidence with LR < 1 decreases the posterior
probability of H with respect to :H: it is disconfirmatory. A dichot-
omous question – namely one accepting only ‘‘yes/no” as mutually
exclusive answers – is symmetric if and only if the two answers

have the same LR (a ‘‘yes” confirms H exactly as much as a ‘‘no”
confirms :H, or vice versa). Otherwise, it is asymmetric.

Symmetric queries are ‘‘fair” questions, with equal chances1 of
either confirming or disconfirming the hypothesis by the same
amount of evidential strength. By choosing them, inquirers do not
commit themselves either to a conservative or to a non-conservative
stance (in technical terms, they equate the risk of incurring in a Type
II, false negative, or a Type I, false positive, error). Asymmetric confirm-
ing tests have a relatively low probability of yielding strong evidence
in support of the hypothesis, and a correspondingly high probability of
finding weak evidence that refutes it. They are conservative questions,
as they maximize the chances of (weakly) rejecting the hypothesis,
while minimizing those of (strongly) accepting it. Asymmetric con-
firming queries shift the balance in favour of Type II, false negative er-
rors, and accordingly should be typical of contexts where there are
good reasons to prefer Type II errors to Type I errors (e.g., when eval-
uating a crime charge in a judicial setting). By contrast, asymmetric
disconfirming questions have a relatively low probability of finding
strong evidence that disconfirms the hypothesis, and a correspond-
ingly high probability of yielding weak evidence in support of it. By
making probable a weak confirmation at the expense of an improbable
strong refutation of the hypothesis, they denote a preference for risk-
ing Type I instead of Type II errors: a typical attitude of some prelimin-
ary medical screening tests (such as the PSA test for prostate cancer),
or of the ‘‘overprotecting” policy in antiterrorism airport checks (Ham-
mond, 2007). An alternative – and common – name for these latter sort
of questions is ‘‘extreme tests” (Skov & Sherman, 1986), meaning that
they address the feature that has the most extreme probability (either
high or low) under the focal hypothesis, and the less extreme probabil-
ity under the alternative one.

The properties of symmetric or asymmetric queries are formally
independent of their positivity/negativity: that is, a question can
be symmetric, asymmetric confirming, or asymmetric disconfirm-
ing, disregarding whether the response that supports the hypothe-
sis is ‘‘yes” or ‘‘no”.

In theory, the best questions to posit are the most diagnostic
ones, those with a maximal expected utility in informational
terms. It can be measured as the mean LR – that is the weighed
average of the LR of the confirming response in support of the
hypothesis and the LR of the disconfirming response in support
of the alternative hypothesis2:

Mean LR ¼ pðconfirmationÞ � LRðconfirmationÞ

þ pðdisconfirmationÞ � 1
LRðdisconfirmationÞ

By not choosing the most diagnostic questions among the avail-
able ones, a person risks to throw away useful information, thus
increasing the chances of avoidable errors. Diagnosticity is never
affected by the positivity/negativity of the query. Furthermore, it
is not systematically affected by its symmetry/asymmetry: depend-
ing on the parameters associated to the tested features, there can
be symmetric and asymmetric questions of equal diagnosticity,

1 Whilst the properties of LRs are independent of the priors p(H) and p( H), the
probabilities of receiving either a confirming or a disconfirming answer depend upon
p(H). Where we discuss them in this paper we assume that p(H) = 0.5, a common
assumption in most other previous studies on this topic, and a premise in our
experiments.

2 Mean LR – or the mean weight of evidence (WE; see Appendix C) – is a rough
measure of the overall utility of a question, even though it is widely used in literature
(e.g., Slowiaczek et al., 1992; Trope & Bassok, 1982). A more proper measure is the less
intuitive expected information gain (IG), computed as a difference in informational
entropy before and after having received an answer to the question (Oaksford & Chater,
2007). In this case, as in most others where the prior probabilities of the hypotheses are
the same, overall usefulness as measured by expected IG (or any other measure that has
been proposed, such as Kullback-Leibler’s numbers) is directly proportional to the
usefulness as measured by mean LR – that therefore is a viable measure.
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